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Abstract

[n the lust three decades or o, the world has teen peeat advances in the field of
comnputer science, One of the most significant odvances is the rapid growih in both
generating gnd colleciing data. The widespread of bar code use for most commercial
products, the computerization of many business and governments agencies and the
alvances modult colleclion wols have provided us with huge ieounls ol dala,
Millions of dinubuses luve been used and Lept inomaey ields and applications: (his s
duc to the availubility of poweriu! and alfurduble databass systems. The explosiac
growth in data and dieabases bas generated an wegent need for new techniques and
towls chat can intelligently tansform these Jats and database into wseful information
and kngwledge, The new technoiques and toels have Been formutated in what is called
Knowledge Discavery in Databases (KDID). £1D is a broad t=em used 10 describe
various methods and technigues for discovening knowledge in data. kDD iy a process
to tind "interesting patleros” that may be hidden in Lhe dati. based on e need and
ieferest of the user. K1Y buve been known by ather numes such us; duly wining, data
archaevlopy, dibr dredpaige, Junctional dependency waalysise anl dalg luvesting, In
fuct data miming is onc sicp {the mosl impotlant onc) in the process of KDD.
Konow lzdpe ean come in many ypes such as; rules, induction trees, equations and
taxanemies, Tescoumy iy o bierarchicul systom thal consists of cludses, Lypically
areanged inontree, which is exhauwstive sod disjoim, Taxonemy femwtion is
unsuprrviscd process that classifics objects ar instances in order 1o form a hicrarchical
e, The purpose of this thesis is w0 demonstrate the implementztion of o Jiscovery

system, that specialized io building binary tnxonomy tres, The systemns’ algorithm

v



relics only on approximate equivalence relations and panton wility funclicn o build
binary Multi-level axonomy. Cur system is analvzed. and Jesigned by the use of
Unified Modeling Lanpuage (UML)} and implemented by the wse of YRNET
propramaming language. Aller the developrment of the sysiom, we have tested it by s
auiaber of well known dutn sets of dilTerent rypes aod <7es of data. The result chat we
have abtzined are encoursging lecouse they are the same as other rescarcher's results
even lhough vwe recommend  conducling more expenments with large dala and dea)

with other aspects of problematic dawa such as; rmissing values and sparse Zaea.

Augusl, 2006
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Chaprer One

Inirid petion

In the last three decades or so, the world has scon oreat mivances in the field of
compuler scieney, Qo of th: most significant advances fs the rapid growsh in bath
gencrating and eollecting data which have heen increasing rapidly, Ihe widespreal of
bar cods wae lur mdst commereial products, the conopaterian o of My busimesy
and govemments transaction. and the 3dvances in daa colleetion luols have provided
us with huge amounts of datx. Millions of dutabases have been used in business
management,  government  adminestrotion,  svientilfc wnl cogincering  data
management, und By .ﬁL!Itr appliviliong 10 s noted s twe qumber of such
databases keeps prowing Eqﬁdl}' breouse of the availabilily of powerful and
allondable database sysiems. As it has been mentionzd in wanmy references (ic. |7.
13,187}, this explosive growth in data and doatabuses hug peneriled &0 arzent nced for
naw techniques mncd conls 1l i miclipenty wanslorm Processed dak oo
wielul informalivn and knowl:dpe ealled Knowledos Discuvery B [ainbases (K00,
KDD is gelting ¢ be very popalar and has grown recently, $he large amounts of data
collected and stored might contin some nfomation, whick could be aseful. but it g
nal obviews W recognize. nor vivial woobtaio by oadiional das anadysis wols,
Neither humsn wbilily can sift throwgh such huge amoumts o dats nor do some
exisiog algoritums have e capability to discover bnowledge fom such daes
efficiently. 3o, the real challenge w KDD is to produce systems that can find
"interesting patterns”, which inay be idilen in the data, based un the need and the

interest of 1he gxer,



The concepl of KDY was {irst intrxduced in 1989 1o refer 1o Hae overal! process and
discipline of exiraciing wselul knowledzc Bom databases. In the pusl, KR have been
hnown by other name: such ax data miniog, Jaty aechucology, data deedping,

functional depencdeney mmlvais, sod dala haevesting | 5],

Az i1-has been mentopsl o [6]. the term date iy (1331) hzs been more
comroondy wsed by saauslicians. daln apalysts and the Moannpemeat loformation
Systems (MI5) comumunines, while the temy K00 has boen mostly weed by aetifichal

imtelligence and machine lvarning reseatchers. Theee i3 oo stardaed dafinition to the

tertn RO bul acconding oo Usama M, Vil enal. [5].

RIMDY is the noc-trvial prwess ol identifving valid, nosel, peeatially wseiol

snd wllunately understapdabie palterns in data,

In gemeral, the knowdedge disvoversd trom databases is i the form of paem. A
pattern is g staterment i an undomtandable kaogoagee, which can be used by hursun or
as an Imput Lo anether progrinn. *erven a selof ucts Qlalab &0 lnpoape £, and sain
mieastre of cermaimy {7, we deline 8 parfern 03 4 Strlement S In £ fhat Jescriles
relalicoships among a subsct Fxof £ with cenaimy 17, guch that 5 is simpler (in some

wense ) than the enemeration ol all Gacts in Fx.7 |31

L1 Chverview of K1y ol 131

There s & dillenice wovnderstanding the tecm BEOTY selich is sometimes eallsl 10,
between people frome different areas conmribating 1o this e Bield. | Tere we revjew
samee definitons of the lenm RDD is given in: "The provess of exiracting valid,
previously unknown, comprehensible, and acuonable  inlumoatien  Tom  large
databases and wiing it B inake cructal busioess decsions "y 1Y) Aoother definition ot

KD s “Knowledge discovery in databases (ollen called data mioingd aims al e



dizcovery ol wieln] informanin frun laree colloetions of dina 5], A wmorc zommon
delinition of KPP is =“The prrace s of idennizing valied mecl peteneiolfv asefil, and

wltimarely waderstancehie puosterns a diea " [6].

Loy dhue lutter defination, the b prfiess refers toomodls or stretuee i the data, The
lenn precess irmplies thar Gwre are & mumber ol iwerabive Steps invalving ilata sweh
dota preparation, search for pattcms, knowledge evaluation. and refineoent. The
process is marivial in the senge that i involves the seamcly For straclure, imodels, or
potterns. The discovered p;l.turu.ﬂ mest be valid for new dulil with some degree of
certainty. The discoversd palterns must be Noved which mwiing that it must be new at
least to the system ancd preterably 1o the ST 45 wall, Tl slavered patterns should
be poecausially wicfuld o the wser ar discovery task ot hanl, For the discovered patiemns
to be uschul. il should be weik-esiandable by the system andfor human innediately or

alter some post proccssing |6)-

Erom all the EDD delinlions, vne can realize that D% is one st within the KTHY
process for extractiog uselul ulvs sl patleros Lo tlae daca, Dver the years, the DB
sluge hog atracted oost o) w attention from the resvearch Congmunite in the altempl
10 develop faster, more sealable alponthms lo pavipme (he cver increasing volumes of

dolo in search of meaninglnl padems {16].

Just as clectrons and waves bevime the substacce of clhgseal <lectrical coginsering,
wiz see Uty mlomoation, i knowledee as baing the Leeus ol g oew 1eld of researeh
ond application knoswledpe discovery [3], Here, we intnolive the lehl ol Kiowledge
Criscovery in Datsbases, As il has been definsd by Fayvyad ot al in [5, 18],
krwwledge Dizcovery in Dalabases. is the proccss of idenlilvine wailicf. novef,

potentiall weeihl, and wltisterrely wnderstandoblie straeivre it Jala,

l



The discoversd patems should be valfed on new data with scne dearce of conainty.
The pattemns should be nenad 1o the discovery system and preferably to the tser. It also
should be potesriadly wrefil to the vser and/or w the sk, Inoarder for the diseavered
pallerns b wovomplish 18" puipose, ichas 1o be sdeestandaie Inmedinely ar after

SEOTTE [RIST-PTCERALT .
1.2 Mecessitiea nl kL1

Raw dats stored in “ikinabuses ore rarely visiie] Tor direcr nse and o practical
application:: the dulu are prescnled w0 the endewser s anodilied. ailoreg farm Lo
satisfy hisTer business needs, People usually set g & sophisticated query processor in
unalyzng lhe daw due W human intellectual capabilities. This method is sulisfactony
given that the ameunt of data to be analyzed i3 relatively small. but is unscoeptable

for large ameunts af Jat, Whut is needed o such o silaitien & an sulomation o) data

analysis tasks and that is what KT3D and M exuetly provide.

In other words, the geal of KD and DM is 1o find inderesiing potzcens iat cxist in
databaces but are hidden among the bage wnlumes of data The identilien) know ledge

i# then used to:

#  Make prediciiong or clasaifications aboigl gew caca.

=  Explain exisiing data.

+  Summaries of the contents of a large database to Facilitate decision mahing
1.3 Fropoerties ol K1

LM consists of the semi automatie extraction of knawledge from daw, This sbagmen
allows the question of what kind of knowledge we should try 1o discaver. According

to (19 this question is a subjoclive issve, aml we can menlion three general



properies thr ahe discovered knowledge should satiste: it should be sccnnare.
comprehznibe, and inferesting. Here we brictly discuss cach of these propertics. The
basic idea is o predict the valwe that sorne sieribnlers) will tafke on ity futare, based
on previgushy abserved data In this comtext, we want the dizeoyvers] khowledee 1o
hove a high prediciive accuracy rate. "We alsg woam the discovered knowledpe o be
comprehensible far the wser™. [13)This i3 mevessany whenever the discovercd
knowledge is o be El:ﬁi:d tar supporting a decision to oe ciade by o hugnan, VIF the
diseovercd “himswledpe™ G5 Just a Dlack bk, which makes predictions withaur
explaining them, the wser may not trust 05 [7]. Koowledge comprehensibilicy cun be
achicved by using high-level knewledge representations. A popular method. in the
context of N s a set of 17 — THEN {prediction) rales. whzre each rule is in the
Fortn:

IF <zome condilieng are smtisied> THEN « Pretlied soome sulue T an alt e

The thied prapemy or issue the interestingness of the discovered Lnowledge which js
very diflicalt e define and guantify beesuse it s solely subjective depending on the

data and the miaing Lash.
L4 kDD a5 a pracess

KDL} as a process is an inweractive and ilerative onc. according 1o [2); il involves

scyeral sleps &3 depivied in the following lgure':

"' The fgure is boreswed fran [&].

A



—_—
(===
& wnulorion
| et wirag | | | I
| Al
[1'u.||=d'.l|||u]i
:JH

Irr-.:r.u“w F
[L HH %1

Tarzriilug

Fpu=-" LThe owps of the KT3I fonoese

The data selection step consists of selecting the relevant data ks the enmem mining

Lask (tareed duti 1, selectine only o snbser of wariables andior data.

The data preprocessing step consists ol perfomiing smne aperations such s noise
remuval. bandling of missinge \'al:ir:s. dala lransformalion: atso known as data
consolidation. it i a phasc in which the selected datr is iransformed into forms
appropriate fur e mining procedure. Doty Trem roal-werkl sewroes ave atten

ereoncous, incomplele, and beansisient, perbigs due T opemitiog ctree or system

maplementation flaws. $uch low quality data needs to be cleaned prior 1o data mining.

The DX step, which is the most importanl one, consists of an alporithin that searches

for pacterns of interest in w parlicolar representalional Tom.

The intemreeation aid evaluadiom siep auclbes inlerpreting 1he diseovered PEHCTNE
acd 1 determine the interestinencss of the discovered pattzros piven some Lhreshold,
which ts contralled by the user. The discoversd patlerns can analverd sutomatically

ot sernl autamatically o identity the rmly ineeesting/useful puterns for the user.



Lteradons and loops can ocour practically belween any step and am preveding oo,
1.5 DB Tusks

Al the core of the KDD provess are the DM tasks L extracting palleros | hese tasks
can have differenr coals, Jdepredulmg on the intepded yrerall KDD presess. We
brietly review sume af these tvhs, Ouher DM tishs are briefly discussed jn [3). DM

Tisks can e calegomized Do b (s pes; peediclion icibaocds and deseription nelbods.

Ip prediclion methads. some wariable values ane wved to predict unkmown or fuhoe
values wf other varable volues, Sermiw cxamples of predichion wwthosds are;
Clumsification, Regressioo, ard Deviation detection,

. Classification is & model function hat ¢lagsities a data iem e o of severnal

predelined caleponical clusses. Classification i3 probably the most stuhed DM

tarsk,

¥

Regression is the aoubysis of the dependeney ol sone uuribuie ealies npen the
tajues of other aunbacs far the same datg object. This cwedel 15 nwetly wied by

slulisticians.

Devialion Detection foenses on discoveriog 1he wast sigoificant changes in the

L )
B

data (rym previvoasly measuied or pormalive values.

In deserplion methods, the disvovered patterns thar deseribe he dur are interpreted

humanly. Examples of deseripnivn imetheds are; clustering aud Associatien discoversy,

1, Clustering is a (unelion 1hal maps a dala objeet imo oo of several clusters, where
these clusters are natuntl gronpings of darz objerly bansed on simtlary metnes or
probability deosity modzls, Clustering bus beer, used in mary displages such as

Biclogy, zoulogy. e,



2. Associztion discovery is o model thad klenliflies relanonships betaeen atnboles
and‘or ubjests such i (he presence of one pattern implics the presae ol anolher

pallerr.

1.6 KDD and related wther Niclds

Accarding to [13], KD is an inlerdisciplinary ficld that relat=s oany fields such as;
slatistics, machine leaming, dalabases, and knowledge acguoisition for expen syvstems.
KDD systermy typically drvw opon metheds, algorichms. and techoigues from these
diverse fields, The vnilying poal s extricling Bnowdedye Tronn daca ot orantest of
lnrpe databascs. AlY ureas @iy at Jocating inleresting repuladliss, pniems, or concepts

frpm empirtcal data.

Statistics have 3 very importnt role in most discovery sysems dealing wich large
amount ol datn. Stidistical wmetheds of expletulory analysis are Quile gaosl i
describing and organizing data althoueh the fraditional ones ure nel Jesigoed to
discover cxplicil rules. S1alisticians are concerrwd with numencally describing the
sieepoth of 2wsociilion betwszen almbules, lixhne patoms 10 Jaa, eaplamning
wiriahilicy in data, fifling modebs. and assessing sigmticant deportuge Lrine U nwodel.
Stauistical techniques rogquore leoim interventjog ot vhe iderpretation ol b udiogs
and the human analysis o Jata becomes troublespeos and eeror prooy g (he gusntidy
ol data increases. Bven thongh spuistics prosides pood methads for the problem ol
data analysis sugh providing the appropricite easores and wsis, pupe statiseal
methaoals g their vavn dooned serve directly Hw purposes of KDY lae e followeng

CEAS00S5,

« In statistics, Ihe available domain kagwledpe is not nsed ciliciendly,



= Slatishcal resualts can only be intenreled by s1atislicians or some ore with

good stiatistical back ground.

+  Statistical methods require puidanze et an expert for thaie apnlication

and wsre,

“s  The application watistical methods results reyuire some puidance for their

usase.

-

Machine learming is Jaw mining process tha impones knowlodge through
experience. Llumans s leam from their experieice so that they perfonm the same

sk Petler inoche futwee amd doonec commit the puevisus miastakes.

The expenence ¢an be weyuired either 1ram 8 eacher (supervised leaming) or rough
self-sludy (unsupervised learning). Machine kaming is 2 process of alempling, 1o

simulatc human fcaming process through computer progroms such as sxpen systems.

The aim machine learning slgorithm is o leam oo experieney and build o nuody|

ihat can be used 1o perfisrn similar tasks nthe futaee mere clfiviently.

Dalabzse management syateins (IIBMS) are a sssiem especially developed for the
slorage and retnoval ol larpe masscs of data, zmd i consists of a collection of
procedures for the «Jat mamgement operttions e refrioval, st and omlate.. ),
A DEMS iz thus o colleclion of pracedures that provide tools For extracting taples
satisfeing common conditions, wlich resemble e discuvery ability o produce
interesting and vsedul sunements. So, in principle ey should be suitahle Tor K0,
incloding daza mining, A datahare mining system musl be open to many different
kinds of pattems in twe or more dimensions and mest consider very farre mumber of
data subsers in which o paticen inight appear, On e other Baed DMS wals Lk the

ubility 1o deteomine wlhat eomputations shoull e o Jdone oed the evaluation ol U



sigrificance of the derved patterns.™ [, Relativnal databases have a simple uniform
siructure; a veal world daabase prescinis big challenges wo the auommed discovery
sy3tem due 1o e hoege number ol reconds, atiributes and 10 the vanen of anpbute

Iypes.

hnowlcdge acquisition for cxpert syswams oftempt Lo capture keowledos relevant g
spegific problem whicl can be scquired T oo expert via some knewledge
extraction techniques, The knowledge extracted {ivnn expert is much higher i guabily

lhan the dota in databases even thouph llwy only cover inportant cases,

Scientific Iriscovery (510 may not dircculy apply o dalabases due 1w 1he quality of
data. Ncientific discovery reguues Ingh quality daw e conrzs foom some contrelled
environment with the emphasis is on o few parameters on the other hand the data in
dutabuse vomes from the real world which uroally noisy and incansistenr, “In
seientify discovery duly Delils cun be jedesipned and data cin be reeollzeted b i

the ren] world databases the necesign and reeollection is not 2 casy lach"| 3],

Doemaln knowledge is an importanl component of 2 typical DM cysiem. An
importamt issuc within DM algerithms is the beneficial use of domain Know ledge.
“Domain knowledes s knowledge about the specitic fomain characterized by the
database as a whole cather b infompaion ghsk the data el suzh ooy el sideh
or atlobute values "[E8). The purpose wsing domain hovewledge swithin o rindng
nlgurithin 35 to improve eflicioncy mnd fovus the search for paltzins, “The primary
purpese of domain knowledpe is 1o bius the scarch for interesting pattems. ‘T'his on
be schicved by forusing atenton an portions of 1he data, biasing the extraction

alporithios. and assistioe tn patiern ovalwedion,”

[1)



1.7 Molivation af the wurk

The pumose of shis thesis is 1o implonent 0 compulzr svsiem for K102 thal
specializes in Taxenomy Formation by the use of the alporithm daveloped in [4). In
the systemns’ analvsis and design, UMI7 will be wsed and the iraplementation of the
systeim will be carried ouf hy the wse tf YINET programming languape,

L.X Thuyis orgunization

"

‘The rest ot this l]'lt:b;iti 15 wrpanized ps follows: Chapter twor ol this thesis presents a
reviesw of three knowdedae discovery swslems, Lach systen: employs different
methodologies and t=¢hmigues in the process of knowlodes dicovers. The [irst
system is Induction ol Devision Trees (1D3) developed by Jolin Russ Quintan, which
uses statistical appeoach in lhe mining process for knowledoe. 1 he second nyletn Ly
Tl COBWE system, developed by Fisher [ 1987, the (hicd svstem s Farly-Miner,
of L M. Zytkow aod Zembowice in 1993 which applies modern technigoey of
machine learming and discovery to dmiabases. Chapter three deseribes ke dezipn und
implementation ol our system for KUY th speciatizes it Taxonomsy Fonnation,
Chapter Tour describes various experiments (hat were conducted and the results
obtained trom these expertments and {finally Chapier fve summarizes the cone lusion

and Rarther works.

P 1IML stands fur Unified Modeling |anginge,

1



Clisprer Twa
Typica) KD Systems

This chapler presents a review of some of will kpown KDL systems. Thess sestems
-.1rr1p1ulg.r difTerent technigques in the process of KL The [iesl system s Indeetion of
Dhecision Trees {1133] which has been develaped By Jabes Werss Cuioba o 198G, 1113
5 u classification E}T:%tem Yral works 10 supervisead lashinn, The second svstem is
colled COMVWERD which was developed by Diowplas 130 Fishier o 1987, The COHWTH
syslettl 15 an incremental concepiual Slustering one thal works in an unsupervised
fashion. The thind svviem is Gilled Forty-niner (4%9¢r), which was doveloped by

Zylkow and Zombowicz in 1993 The task of the 4%t systern 35 o disvover

knowledge in the form of tsonomy.

The rationale behind choosing the aheve mentioned systoms is swnmarized in the
Bl lsweing povirats:
Lo All the sysems are reloed wohe wirk 10 e carfed our in chis thesis i ang
WHY Ur anoLher,
2. All the swsicms are waed for the task of chosilicaltion amd the prixluction or
classilication rules.
1. The systems 4%cr, COBWEB amd our system find knowledge in an
unsuperviscd fashion
4. The sesteris A9 ancd sur sysleimare men-imeremental syseems,
5. The systems 49ar and our sysem are wicd to discover knowledge 1ol {um
ol laxonomy of olasses,

6. We stady the 112 system for the sahe of completeness detause 1L operaies in

Ll



supeeryised Bashion cdue wothe Lot tha s [emning tish can b supe:vised or

unsuperyised).
2.1 The [D3 svstcm

I}3 system is a nop-incremertal algorthm thay vonstructs Jecision tree from a e ol
exampkes (call training serl. A decision Tree i3 o Uewehart like tree structurs, where
Iber lopiaost node ioa trec i3 the wot oude, b inlermal mndes depole 3 tost ob an
altribule (deeision nodes). each hraneh represents am oniesme of the test and the oaf
nodes represent classes (class nodes) or elmss distributions, The decision tree is
construeied in 2 Top-Dowa tashion, starling ol the ool nnds and contimting o the
Jeaves, The tmining sct can be given in a relational databuse relulion that corsis of a
st of wples. Each wple consisiy of 2 number of valucs and an additional aoribme
called clays. Lach awribute of the relation has its™ domain (list of allowzble valucs),
which is usually limited to 4 stall number of values, The system (133, by Cuinlan, is
one of the systems that had grosl impeet on nuelioe eansng reseanch in the

beginning of the eighties |23).
L1103 ulgorithm

The 1133 glgorithm is used Lo gencrate all possible sinple decision irees (hal comeetly
clagsify all objecls in the teainine ser. In the consiruchon of docision tress. tha
algorithm 1D3. works in an itzravive fashion goided by o fealures. Thess Featores
are being; windowing and informarion theoretic heuristic. Windowing in 103 remis is
o select o random subset of the training st ta be used to build the inita) trec. The
remiiniog cases of the training setane then elassilivd wstnp the initial tree. IE the initial
bree gives the curreet Clussilicalion for all or the gses in he laguinge sel then it s

secepted and considered e be the fimal wee and e alpeeithn terminates 1 some ol

12



the training cascs arc mrisclassificd len these cascs gie appeaded W e window and

ithe procsss will e started thom he bepinning wad the ee pives the comect

claswilication Ffur all ol the caces inothe imining act, The popose of he infmation
<

theoretic hewristic (Fntropa ) is o decide the order in which the atiributes are 1o be

salevied to be wsed in boilding the vee. The inpul o the algorithm is a celational

Jutabase and the output is a decision teee, The fillowing figure 211 depicts an

exitiple ol y simple decisien mee thit s osed w0 elasily wheiber s a weod day for
LN

pliying ol l"or nest,

N\ e N
P2 / N

Flgure L1: A oleslulom v &y
clissHlca mhether Irs L gund day [gr
pluyineg ged 1.

3 1.2 Search wlgueithm

The 1D system uses a top-down irrevecable sirsepy that searches only pan of the
search space, which consisis af all irees that can be vonstmicied with auraues-values
combivition in the test set thay puarantees, than s simple but net necessarily the

simplest tree is found. lo (L3, a tree is canstructed as ol y:

. The algarithm selects the Tesr acteibure fo be nsed 25 the ool gode ol the

" The figare is borrowed from [23],



decision e, The best airibute is the vne which has dee hishest indemation
gain valuc. The branches af the root node are labelled by the different vales
ol the selected annbne,

2. On each brnch of reot nude o sub decision tree is developed in the same

fashucery us in the roae node.

3. Swep 2 s performed onovach Buaneh nnnil ench branch cun et be dovelaped
wny turther {all cazes belomg 1o the sinne cluss) and then that Banch will e

labelled veith that class,

1. The produced iree is wied o classily all e cases i be ening set, 31 all
cascs arc comecdy classified the algorithin terminaies othervise the window

is updated and the process starts all pver trom the beginning [22].

The ahave algarithm guuraniees that it wibl ercate a tee that classilivs )l eases in ghe

Inuinine: s,

M order ta explain the infennation theerctic heutistic (Fatropa ) lets comsider dhe
following vxumple: Jot class P which comains all positive examples and elass M which
contzins all negative examiples. Let the sl of examples § comuin g cases of class £

aml # cuses of class ¥. The infarmation gain {3 caloulated by the follow ing:

Jr{P-.“}=__IH‘_II.'IE-| -—Elr—— il [ug, "
2t "Rpm o piw T pr-u

Merle thal 1(z, x) depends on g oand s only, aeel bl 1, g = 03 =10 andfar o= 0,
alherwise T(p, nd = 0, Assunee i Alsibute o is used o the rool code, then it will
partition 5 into subsets £5), Sx 8,0 108 containg o, examples ol £ and o, examples
of X, then the information. needed o decide il un clement in 5, belongs @ £ or ¥ i

liga ) So the infprmation necded 10 clussify an elemesit of 5 using a wee with



aitribule A 88 root is the weighted wverage of the information, necded o clagsife

ohjects in all sublrees 5, i piven by the eplropy ol A:

Ii{r\]'zi;'?:—:'ﬂp..n,}

The atteibute A 15 scleched] wherny Lhe fepmation gun s maximal, which ineans thot
the 1A} is mimmal, Howuever, o kenossen preohilam with dhis enitenon s thal o ks b

[avor attributes with~mﬂn}e values, M1lzrent selitions 1o this problen are presented o

23],

213 Mumerical aknbuoic

Condition on an aunbade, we. an nternal pode of the Jocizion tree, 15 4 sl on the
value of an attmbute. with brnmches for oll possible walues, Although this s
venvement loc symbolic aterihutes, it would be wselul i eoe conld t2st on ranges of
nuwmericul coolinuous altribnes, Anextended version of [D3 aleorithon. callad C4.5 iy
|24, deal with numerical comtimuoes aliribubes which allows 1225 onthe mequalioy of

nutnencal atobwes. such a5 4, < 0 and A, =8 with two possible oulcomes

(branches).
214 Nuiag

Non-systematic errors in both atiribote values und class infommaiion are relerred W
nerte, The nowse affeeled b con ciuse e seroos problems o tree betllog
dlgarithm (for mere details see [21]), A corrapied sel ol cxamples cagses any or bt

of the [ollowing problems:
1. I is nal possible (0 penerate a iree (hal classilics al! examples comectly, Je.

the conzistency conddion is vialaed {classcs os cap). This means than sonwe

szt % contains abjccts that Jo not belong 1 the sames class, and there art po



allphates that can be wsed 10 fwnher braoe oot Hhas lead,

2. Corupled examples can cause e lree 2 prow w0 indefipiely o
sccommodate such examples. This prohlem occurs when the values ol an
altribute A arc eorrupted tor some examples, branching on A might give an

- gpparenl inlamnation gain, even thiugh values inatribute 4 ore random, and

lorm g tochication for the vlusziTuantivn,
215 Missing, atiriliate valoes

Anciher problem that commoen in the renl weorld dity is the issing, ateribute values
which m (urn will canse 3 problem 1o the construciion of 3 decision wree. Swch
problem anses when we anempl to clawsily an object with missing some ol 1is
arribute values. [ order W construet a vee with missing attribate values, several

methods have been propossd in conjunction with missiog values such as:

—_

Replace the missing viluss witk e mwst appearing valoe in e eluss, or

)

Simply discard exuroples with missing values, or
3, We can treal missing valees as a special vnhoown vatue.

However, the latier {echnique incredses the espected infomiation cain for an ainbule
if some valoes ace onknown, which is w2 desicable propeme. Otaer proposad

technigues arc bascd on probable eatimation,

216 Windowing

I'me idea behind the windsing is that in the process of building the decising Leg nol
all the traming sel exanples will e nsed Inslead of vsiog e emie rainng secin
process of building the decision wree, a randomly chosen subsel ¢allzd window can be

used for thal purpose. Using (his window, a tree 15 pencrated. and all examples in the

training st are classilied using this wpee, 15 all of the 1imne <21 examples ane

16



correctly classificd 1hen i ix ok, otherwise misclassified cxamples are nnrked sk
then added 10 the window and the process of building the deeision uee is stred al|

aver again uinil all the csumples in the training se1 are comectly classified]23).
217 tncremental learning

The 1133 algorithm constructs decision ree in a noo-incremental Fashion. This means
that the entire iruining scb is supplied m ence. However, if the examples are supplis
once il a time, the 103 a]gnrithm can sl be used, but it would construct o new
decision tree from seratch, every time a new example is observed. For such serial
learndng sk, wbee would preler an inceemental alporiibat, on dhe asszlionr i is
miee eflicienl 1o revise an existing tree than 0 s 0 generale @ new e eVLTY T

|22
2.2 The syarom £ OIWIER

The CORWER system, doveloped by Fisher [1987), is conceprual elustering sysleiw
that produees a probabilistic classification tre=. The svstem works in RSPy sed
incremental fashion. The clasilication wee prodaced by COBWER is peobabilistic
one. And all points which are classified upder that particular node, is also incluted a
probubilistic desenption of that dala object as well. CORWERB uses o category ulility
b mange the construction of the tree From there cluster are Hrmed Based upon
certutn zimilar mensures which are lhe intercliss stimilarety and the jierelass
dissumalurity, wiuch arc both probable describing the sharing of auribule values

amonpest nodes in Lhe elass.
L1 Owerview of the system CORWEIL

COBWER is a conceplual vlustering systerm which construels o classileulion e

through increments] incorporation of new instances in classification tree. Lneh Node

L7



of elassilTeation tree represents conwept 25 (e probahitioy o the oeamciwa ' cagh
Attrebwe-volue pairs present in thot concepl, The rood mode ol w1 ee jmlades all
information of all instances 1o be classilied. As we descend Lhe ree, concepts within
oodes beveme more specific. A now instance is placed into 2 uode {class) ol the
classification Iree. The incorperation of an objest is accomplished via the use of one
al four operaters, The purpose of those operators is 10 classily an object with respect
o an ¢xisting class Or [0 creale 4 new elass For the wiven abfsel or 10 combine two
classes inty obe or o divide a class into several classes. The selevliun of which

operafors o e is puided by catenpry woility function |4,
2.2.2 Culegoey wiility

The system COBWLER wse culvpony atidity in order o continm dee eeditiom] sinue
held in clusteriog (ebjecis wilhin the same class should be as similar (s eaeh nther s
possible and objects in different class should he as dissimitar as possible).”I
particular, the catcgory utifity is 2 rade-off bevween imra-chss similarits and jner-

clasy disgimilariv.”]9].

Inmer-¢lass sinilarny is a lunclion on the farm of M0 A=V The larger value this
probability, the fewer the objects in cuntrusting clusses that share this value, Intra-
clogs similority (similarity between objects within ¢lass) is reflecied by e congitiomal
probabilities of e lumn PUA=YC, where ARV is an arribate-vidue pair and O,
19 the clis. Aveonding wo |11, these two probabthit:es are comBieed 10 pive o averl]
measure o parlition gquality, where g partition is o sel ol muaddly eaehisive chisses

10, Ca o The measare

EZZW-‘*- = VPR A = A m VL)
d

wrl

13



oy Inde-olf bolweun inig-class similarity (haoogh POA =V Qe snd inler-class
dissimilurity {through MO A=Y ) that s suomet auross all classes {k, anride (.
and vadue( | 1 othe probability PLA=3V ) weiphts the imporiance of individos) values,
in essence saying il is mote imporlant 1o increass the class-conditioned predicuibilivy
and predictiveness of (requenily occurring valuss than lor infrequendy oCCuming
anex, The formula can be pewniticn using Baves' neke:

Plc,. d, = V,}

PIA, = VOIRC, 1A, = V)= ia, = V) A, =¥ ]

= P{.EL""E: - 1'l.'rIII | Chml
=Pe, 14, = Vi
i be rewritien ys

il’u:h PR ALV O
1= "]

In ther words, 1s the oxpeeted number of wurioule valves is thl con be comectly
Eucssed for an acbitrary member of class Co. This cupestition assumes 2 puessing
strategy that is prohable matching. mezning tal a0 anribute velus is poessed with o
probabiliy equal 10 its probability of occtrring. Thus. il assumes 1t 2 volue js
gucsscd with probabiliy P{A, = V5 }Ci) and that this puess 75 vorreer with the same

probability.
Finally, detine category wtility as the increase in lhe expected aumber of sitribure

values that gl be corcetly guessed [P[CR}ZZPL’A, mT] L 1T} Eiven a partition

10 walin] ever the expected number of careect prevsses with oo such bt e

{ZET‘[AI = ‘l."u 1 W iemalby, CUC{C) Co, O equals:



i!-'[_’t:u} MW rA, =Y |0 SN RA, =Y, |'::k]'z]
1 1

irl 1 1

Where, for uch of 1he N classes, p (A=V0,) is the conditional probabiliny that the
antribat Ab has the value V', given membership in the class Oy, and p (A=) 08 e

prior probabilny that the atribute A, has the value of Vi.

The probabililicy wre sunitied vver all possible combirations of annbuates and values.

The maximuom value oF thif function gives the best elassitication.

123 Reproscntation of concepis

The inpat ta COEWE i3 0 set of atecribute-valee paies for cach cxample. CORWER
ingrementally ingurperes these exumples into o classilivation trew, where cacll oode
15 1 probahilistic soncept that represents an item class. An cxample of COWWER

npwt 3 cdepivigsl i tuble 26 which consists of four data attribuces and vne class

aitribe,
Mame Bodycover | Hearichamber | Bodytermp | Ferilizaticn
fMammal Har Four Fegulated | Internal
Bird __Fealhers Four Fegulated Internal
Replile Cornligld-skin | Imperfield-four |Unregulated{ Inlernal
Amphibian Moisl-skin Three Unregulated| External
Fish Scales Two Unregulated| Exiemal

Tabke-2.1: = \nimal™ adribote-valoc paire

The outpul of CODWLED i3 a classilication tnee s the ane showe in lgene2. 2, which is

the ¢laysification tree of the Jata ol table 2.1,

Y This tahle ia berensesd Troan [9)
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The annbute valee pairy that are observed in the incoming example arc used to
ralculaze the various probobilitics, aml hence the category uwtility functions. For
example, the vaulue of Prbudyeover = teuthers bird) is caloulated by:

{# Examples with poiribue nlveover = feathees)

{8 Lxamples in total)

wheee both counts ace medsape al e wede corresponciog Lo e cercepe *hird". Fach
node 0 the tee defines o probabilisbie concepl and provides a sammarey o the

examples chesidied weder o given sde [ 10,

2.2.4 Operators

To incorpordle new mslince (olpeclsd dnlg e clasalications ree, COBWER
descends the elassilicotion tree uloeg the oppropriale path, updatng the cxample
counts the wuy, amd perloms ane of several aperators al cash les el Thy gperatars can
be onc of the follawings:

1. Incarporate aperator: sdds new example (objecli 1o an existing class.

21



2. Uresle new operulur creales g new class.
3. Merge operator: combines owo classes intes sinple ¢lisses.
4. Split operator: divides an cxisting class inw several classes.

The two operators (Merge and Split) allow merging and splining ol existing classes
and sa COBWEH can mwve bidirectionatly through the space of possible hiemrchics,
waljusling "powr” clustering due to unrepresentalive iniltl Dubnwes. Thes the ssarch

thrig Ihe voncept space i3 viaa heuristic called hill-clfink wnethad [12].
25 The COIWER algoriling

The nlgorithm of COBWED i o nested recursive procedury, which aceepis new
examples one by one. The alaorithm taverses the chissiliesion free alonp a particular
path unlil the new example is incorperated into the froe, Jhe CORWLD alporithm
effectively perlomme a wp-douwn. unsupervised, meremental Bill-clind scarch rrougl
the concept space. which in lum produces a hiemrchical probabilistic organiztion of
concepls. The [pllowing pscudo code demonstrites the contrel sraegy of CORWER:

Function Cobweh (ohject, rgt)

1. Incorporate abieuls int the root cluster:
2o Mot ds a leat then
telurn expanded leat wilth the uhject;
vlse choese the ojrerator thuse resulls in the hest ¢luatering:
a) Incorporate e ubject into the best host
I} Creale a new ¢lasses rontaining the sbjecr:
g} Merge the vwo best hosts:
d} Split the st host:
3 IM{e) or {2) oz {d) then
call Cobweb (obscrvation, besl hasi);

7



Aceording to %], CORWTB seurches Do classificnion in wlich o sy Jevel of the
classilieation tree is optinial with respect 1000 measore of clastering guaalily, va the

ather hand CORWER is sensitive 10 1he order af examples and ann get siuck,
23 FORTY-NINER (4%cr) svstem

The sysiem Forny-niner {3%er} has been developed by 23 thone 2w Daker in [ 1991] as
compuzer systent thal mines useful knowledge lrom relational datsbase in the form of
regularitiey. The syviem works in unsupervised fashion

L.3.1 An nverview af the 49cr system

The aystem Farty-niner (4%er} concenteates mainly sny disvevering hinvlolue i lhe
Foem of regularities. Regularity is 4 common patlern i sels ef dutn, apalogous to
sciemtific Taws, Regulariey can be expressed in the firm ol
MPATTIRN in RANGE,

where PATTERN describes a papemn that hoids for a subset of records of the
dalabase, which is knowo as the RANGE of the panem, More formal delinition ol
regularity in 49¢r can be foend in [30). Regulaniiies are very useful means in the sense
that they allow wsers to make prediction and explinations. “Regularities can be

compared by their generalicy, doermined by their WANGE, mul by Uhefr strength o
theie PATTELRN", [29).

The bosie architeetune of 4%t us dupicled in figure 237, comsdats 1l the Tullowing
COMTHAnCLS;

i. Database,
. Dwo search muodule.

iit. Regular(y evalualor.

* Thit figune is borrawed from |30)
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Figure 2321 he architeviure of 4¥¢r prstem.

[he 3y stem’s databass consisz of equat length reeonds, cach of which i3 composed of
the same sequence of ataibutes. Kach vabue is ueninal numeric and any missing

vilues are discanle),
Uienerally, the system operalvs in twn seareh wmalules:

The first search module: conduets an automated search for 20 regularities in a larpe
hypothesis space. The search space is detennined by eonsidetng many subsets of daty
by Partitioning the values of an anribute, combinations of atributzs in 20 exlaustive
search I find 1wo-dimensienal pavems. The purpose of the firss search module is o
find preliminary reputanities acconding w some threshofd,

Neeynd search module: refings Lhe discavensl 213 reguiluritios by strongthen andoe
generalize procedures, Luch scarch modale ean be repeaed us many times as the nser
desires and i each cyele the wser ean ehange seach paremeters and contioue

explarahion.



Ltepulurity evaluater: fur cach pair of attributes in w Juabase, 200 conlingency
table s fonned. Then each MY comirgency table is lesied (hy aneans of some
statistical test} iF il epresents 2D regulanty. Any lound 213 regulanty is accepted or

rejecied (according 1o uner provided threshold).

Rapularity expamdor: the purpose of this module i3 W espatsl each found 20
regularity 1o more dimensions by adding one dimuension al o e, "Multidioensional

repularitics ore moregeneral than 200 regularities”| 3],
.33 The search far regularifics

Wegulorities in the swstemn 49 ane accepled accarlng o their sipnilicanee,
Repualarily sipnificance is micasured by the probabiline ahat it s not random

fluctuativn,

The svsiem d%r uscs profability {0 as a measere of significanee of nepnlarily.
“Regularities can bc comparzd by their generality, determined by their RANGE. and
by the sicength of their PATTERN [30). Greuwr geperahty, selich means that
regulerily covers a large traction ot the populubiou wd grealve  peedlictive strength
mieany bl goncrete predictien can be produced Grem 1 regularily. The systeto 49

st 7 sl Cramer's V eectticien and contingeney coellicien €

The Crmer’s Foeecllicienl ond continpzoey erellizien e basol on }[‘) slalisties,
The Crumer's P ocoedlicien i osed by 4%er ag a measure of prodiclive powsr of
repulanity. Large valoe of - means thar there is a sirong comclation belwreen the 1wo
vanable of the contingency wable. The wWeal comelawon (1'™=1) scams when =cy
panicular value of onc sitribute there is one and only ane value for the ather asbole.

Cearmner's Fis contined to interval |0, 1§ despite of the contingency able size.

P



Lot & be the 1oial nomber of ebservations, o and 3 e e mnsber of rows and the

numher of columas of the conzingeney table respectively, ibe Uramer's Fcoellicien

is defined oy

.l z
I.- —
\Ir, Armint g -t =1

I

Another measure of zirenith 35 the contingency coeclticiem O which is hased on the
¥, The continpeney table coclisient is delined as:

| I

&

= —
VTR

~4%¢r vompuies all three measures: 'y_"'. Foand O, bt lewves Al 1o the oser to draw

conclusions aboul accepance of repularicies detectod i the dimst phuse and selection

of regulunty mhinements.” [34].

The measwres £, F and O ace oxed 1o help the wser 10 3coept of nejest repobas ey, For
exampic if regulanity bas very sall valog B £ aod Yarge values for F{or Oy then it
probubly e accepted.

W werhd heppen that the nwmber of salues of an aneloie o conlingency table are too
iy ansl i toen it will be e costly 1o deal with, Lo sl e e seelem 39
conmputes contmpency-2 (the smallest 2%2 confingeney luble) by apwrepatiog the
values of noriginal contineency fable (comtmpency-all) wlich will e easier and

chegper 10 deal wilh as far as compunon concem.

Ihe first search phasc of 921 can fiml 2 large nomber of 212 repularitres. Such
Founding regulurities are evaluzted by some stmistical wsis such ¢ ™-tew, Cramer's
Coellieient F, andd Contingency table steenpth &8 For ke slelinl of these fesis see

[3¥]. And s Jell o the wser to accepr ar reject the regularitics aterociively, By
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default. 49 initially looks for simple comtingency ilies, b realizieg that the daty
fellow specific patterns, the user may apply mare sulbtle and e costly mechanisms

facused vn these pattcms. ™ [30].

Alter 20 regularitics have been found, they van be expanded tn more dimensions by
iwlding une dimension at a time. Multidimensinnal regubarilies ure more geneeal than
2D regularitics. “ne o Gimension egulanity i replace several nel dimension

regularifies” [3]], .

-

Given the list of all 2D regularitios that have b produced v the [Trsl search
(successiully met the wser threshold). the repularity ex pansion module can be 1sed 1o

exiend regularities o more dimensions lyv;

I. Extending the dimcnsionality of each 21) regulaniny by orving 1o include
every other actriboie, g gl a timse, or

2. Increasing the emnpirval content of reguluritios via vombing saveral melabed

repwdarities infe gew regularicy with woimnnn gliributes.

A%er’s architecture combines the sdvantuges of lirgeeseale aulomatian and Lueman
imlervention, 11 is & non-incremental systern allowing weer inlsrsction to puide
distovery in intennadiale slapes.

213 Operations on allribules

49 syslom can operdte on many alrbules of different values and mates the
necesdary pre-processing un such value befare the scarch for resularities can
commience. [n dealing wilh different sealed stieibule such as aoesinagl ordingl,
iterved, and properdoncd, e system $er tepically wses Lrce aperaliogs namely;

Dggregation, slicing, and projeciion [28].
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Aparegatlon vpertion vombines values I of an atteibute A info clusses of
abstraction, This is done W reduce the size of the scarch space. e defanll nwnber ol
aggrepates used by 4%t is lwe (low and hiphp. "Yhie svstem tries W ensure that the
sets of records corresponding W both acrrerates are of equal size. making the hest
approximation. [ 2¥].

Projecting an atiribute .f, is the sume as ipnoring or removing the atirbuie A, from
the dulabase Al nittibute in the database are vonsidered for this operation. Removing
an agnbute [rom the dlltilb:':l:ii: will zsave some spacy but it will tzke time. O the cther
hund dgnoring an attribute will take ne time buc it witl rut save aay spuce, The
purpase of this aperetiun iy 1o reduce the size af the search space by the reduction af

the dutsbuse dimensionality,

When used with aggreginion, i35 helpful in reduzicg e sparsencss of data jn e

enlite b,

A pantilioning search is used 10 preduce subsots of the datbase 10 be searched for mae
dimensional  regnlvities, Marlilivoing generates all cambinatioms ol he piven

imdependent und dependent variables using the basic operations described above.

Slicing aperation is a combination of the wwo previous operations (selection and

projection) performed vn (he sume attribule.
134 49¢r enhancemenis

The original system 4%t hay been cnhanced in severih ways bo cover broader
tunctivnality aspects of KD, The now version d4=rb (depicted in fieare 2.4} has

been improved inthe [ullisings nspects:

Lo The use of domain knvwledye 1o guide the scarch Tar repidaritizs,

28



2. The discovery of wiuationa by the meorpetdion Dagaailion Findzr {E.E)
madule, el

A The systemaric use e ¢lu-suite test and reeolanly relinemnen,
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Chapter Three
Design and implementation

In this chapter, we will describe the desipn and implementalion af our £¥siem lor
KDD Ii';ﬂl speciabizes in Taxenvtny Formation. The algorithm feor thi+ Svsicm was
developed in (4], A delaiked description of the algonithm and ils" various componenls
will be piven. Detanls i:}r'lh.l: Ineasurcs uscy i the 5151em 1o accomplizh iz task will be
expluized. A penerl review of the language. dalabase and the data stricoore e in

the impletent will be given.
A1 Taxonomy foemalion alizerith

laxonomies Bave Deen wsed in =0 mony areas of scence in onler oo make
classilivution, Le, Hotay, Zoology and other diseiplines, e term luxonbnty comes
fram the Tatie wored wilh twa syblobis "tais™ and “anams™, e frat syllabos " is™
mean un urrungemenl or srder, and e second sylabns anomy™ refiers 1o knowledpe.
So, the tepm Lxunoany meaty o knasdedge that s areemped in some kind of cuder,
Taxonomy can by detincd vy bierarchical system of sclected subscts ol an ateriboie
values amanged in a tree struciure Lhat is exhawstive and disjoint, As deiined by
Klosgen and Zythow (23] twxenony is restrivied fom ot koowledge by the
hicrarchical organization we mewn that opc in which snholasses possess the
discriminuting features of their super-classes. and classis which ars the siblings n the

hicrarchy are mutually excheive with respet to the prience or absemce Df SO <l

of feanges.

Our tzonomy Formition system for muolli-level axonomy works inoan ileraive

Fushion and 13 bused oo the fullowing main algorthm:
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Merate the lollowmng steps until there are no more
{approximate) eguivalonge refations.

1. Find {Approximate} Equivalence Relation [Pattem).
Create ane-level-taxcnomy,

Merge similar (equivalent} one-level-taxonomies.
Choosze the appropriate partition.

ok oM

Build Multi-level taxonomy free.

3.2 Taxonomy furmation algorithn detsils

The algorithm conststs of a wwnbur of iterative steps, cuch of which accomplishes a

certain task, In the fellowing subsections details of cach step is piven.

3.2.1 Find {Approximaic) Couivalence Kelatinn

After reading the data file (database) o rumsforming a tea Ele to an Access dafubase
file, the systerm will produce contingeney 1ables for 2]l eonhimaions of ztteilue prirs
in an exhaustive scarch. A contingeney table is a lwa-dimensional [tweo uitribictes
table of vounts. Cne dimension determines the row attibue values; the other
dimension defines the valinm attrilute vulues. The combiuarions of revw and colums
categorivs are called cells, Contingeney tables urv csed heze to find fhe relationsbip

belwoeen ewn attributes, The vae of continpency tables is due 1

. They aze sirmple o torm.
2. They 2re easy 1o unaderstand.
3. They uppeal to peoplz ten da not kave pond koowledge ot siastics.

4. The dala gype is independent, so they co be used wath any (vpe of data

sugh gz pominal, orlinal. interval, etc.

baeh contingeney whle will be tested i it represents regularity, The canditton for
. finding regularity 15 based on o measure called Lambda (Goodmun 19523 and o user

pre-specified threshold. OF &, undior &, exceeds the user Pree-spesiied heeshold chen
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the coenringency table reprosonts regulariny, Detatls ol the 2 ol Loobeda measores
will he wiven later,

In order to find (approximule] cquivalenee elalioo, anetlier Deo sieps aee perfocmed

on gach gontingency tahle; namely Coreespondance Analysis (A0 and Appregatiog,
21,1 Correspondence analysis

Comespondence unulyss 1w a0 statistival wechnigus, ahich nds o moltidimensionad
representation of the 'éssncigt_inn between the rew and eolumn catepories ol 3 two-way
conbingency lable, We use the primeiple of eomespondonce analysis o puide the
ceaerangemen! of rows and/or columos of u contingeney table su thal similir rows and
similat columns will be eljacent [20) The following hpure 3001 dopicts the

corrcspendence analyses step application far any twn atiribwes A1 and A2:

v Contngency =bie belore comespondeace ™ F = Toniinpency tabl = izr con @pandepte 1
! - analysis ! 1 aritlvais !
AR '!r."'ln'._ ...... pharrrrea i A? "

A F i, 2 0 3 . a1 3 2 A
R 12 1 D R L] 1 « 12 ) 8] 4]
2#EE D | 8 |« 2 i 25 | @ i | o]
p.53m: 0 3 0 11 3 oa_0_|_ b | 3 11
4 0 1 7 0 g 4 | D 0 178
Figurc 3-1: The appllcation af rhe conrespruidence amalvsis sl

3112 Aggrepalion

The purposc of 1his step is 1o reduce any given fwo-dimensional cantingeney Lable 1o
a tworby-two (2 x 2) comingency wble by merping values of the two arribuies
involved. The agarepation ol values is perdormed in snch u way thyt the resoliing 2 «
2 table has the Jarpes1 possible value of 2. 10 e velue ol & is suilicicnily close o 1.0,
then the {approximme} equavalemce desenbed by the 2 = 2 imble provides s naural

basis far a hinary splhi of the doa {j.e., creation of a hisrarchy clemem). For example,



the Ogure 3.2 depicts the application of the agzropalion step for any given tan

glirtbules A1 and A2:
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Flaure 3-2:The application of che aggregicimg sieg .

From figure 3.2, we can sve Loat the best 2 x 2 continpgeney thle is che fifih table,

which gives the highest valuz for A, (in last 2=1000




3.2.2 Create hierarchy elements

Afler the carrespondenee analvsis un:dl agerepation sleps love been carried our. the
next step is to form or coeate o higrgrehy element (poc-level laxonony] [rom cach
found (approximate) cquivalence reloton. Ong-level taxenonyy is a simple tree
structute compozed of 3 clusses dbe rout and 1w childeen). The root class s labeled
with the ranse of the data (nevonds) in which the fapprosiimate) equivalence halds.
Each child iz lubelwl with the aleseripiors har hold tor that child for the oiven

{approximatey equivalence, Figure 3.3 depicts the creation of hicrarchy clement (one-

level tanonomy) step.

T

________ — Al data
JLaningency table atter | [ I

the agaregation siep.
AZ
“l13 24
A"I 1 1 %— -..-.._. .“"'\-.H.
1.2 |60 [ O [Cmes1 | Class T
3.4 0| 2h ba1=12 al=34
la2=13 ag-14

Figure 3=3: The applicatlon of the ereation of ime-level taxononiy.

3.23 Merge similar (equivalent) one-level-taxonomicy

Aller the creation of one-leve| taxenomiss, depending on the data and 1he threshold
wsed, our systeim kries (o find and merge equivalent hicearchy elements, Two hierocly
elements arc cquivalent i fhey shiare the suroe data eange it their rongs ond have
eomomen shseipirs inoench child, Whenever twa ar mare equivalent hierarehy
elerpents have been found, then they are collzpsed o ooe, whers the desenplors are
mereed, “The equivalznl hicrarchy glements are Jolned Lo inercase conpineil conteat™,
[4]. Fipure 3.4 domonatrates the merging process ¢l aneg- Jevel 1axnnamies (equivalent

hicrarchy clements),
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FIE'N alx2? A= BZ2=1.23 aq=1 ai=n
All=t A= 41=1 A=t -

L
Flaure 3-d: L applicativn of Merging soe-lesel lngnponiivs,

A.2d Chovse thye appropriate partition

Aller 1he vshawsive seareh for the ore-level-taxonomees tsonwe el them may have
been obiaioed by merging). the nexl 2iep is to evaluate all the one-level-taxonoinies g
chinase the mest uppropriate coe. The most appropriate one-level-tavonomy is the one

with the lighest partition utility funclion value,

The Parlition Lhulity hunctien {PU), introduccd by Ciluck and Corler [['983] and has
been used in Cobweb system of Fisher [1987), is a ook used 10 chovese the best split of

the data to catepories|Y)

The PU Junctiva is based on the Catepory Utilicy function (€U, The C can be bascd
on Gind Index ({il} or Entropy (G) in our case Gl is used and the panition utility

function is written as:

1 Ly
rULY
K2

g rF
CLL,) = MO Y [P, =V, |C, }* — A = R
ml m]

Where:
F=1... Kand & is the number of cateperics in 2 partition.
i=l. . _ fand Jis the cumber of atribores o the given data.
J=lJSand Jis the nember of values in andbuie 4,

e k=) .. K. are the proposed calegories whose ulilicy is to be evaliaied,

Lyrd
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3.2.5 Build Multi-leyv e} laxonomy tree

After the approprialy one-leeel-laxonemy bas been chosen, e nest sep is o plac
1l ong-level] lasonomy on the mudti-lese] ooy ove inoo breath-first manner.
Atter placing the one-level-taxonomy an the mudti-level lxonomy teee, the data is
spliled mte two sub-poputations (lell and dghty. The condition for lhe data

partitioning is taken frarm b chesen soae-level-taxonomsy,.

Adler building the fitst lovel of the mult-tzoncay lee, e precess stars allaver

again due to the terative natuee of the alporithon,
1.3 Programming languape osedl

In builling vur system, we used Visual Basie,ne (VTURel, 2005, Professivem) el o,
This vemion 15 the highest aml inosl reeent versions of Yidoen which js pat of
Microsoll Visual Studioe As its vame implics. VBoaoct is a visnal progrimming
lampuage fhat facilitates the creulion of programs lar the Microsoit Windews
opcrating aystems spviroomwnl, The WEoaet 33 2 true objecl-oricnted PECRA P e
language that compiles and s on the NET Framewark, Vet is a toally new tool
frara the ground up [15]. Additional advamsees of the wse of ¥13mer o Y5

are:
. The syneas ol V.o is vasy (o underatand and ose.

2, o addition 1o the simplicity ond case w ereate GUE applicatians, the VBonet
also bos the flexability te develop Gairly complex applications very cusily.

3. Proprams written i oliwr languages such as; Microsoll Visoal CHE 2005,
Microsel Visual OF 2RE amd bMicrosodt Vienal 18 2005 can be casily

maarporated,




4. Thllerent tvpes of data sworaoe (Le. dalabases and data filest e b el willy

very eusy throuph ready frame wark.
3.4 Measures wsed by our system

In addition to a number ol tools such as; contingency lubles, correspandence analysis.
aggregation and puartition utility function, vur system uses a set ol lumtxla {4} s

messurey of issociation.

The ser Lumbda measures 20, which were proposcd by Ciuthinan st Goodiman an:d
Kruskal [T4] are used in our svstem to test the associalion between each two idiribules

of the given dara.
In erder to explain the sed of lumda measures, let s assame that we Lave:
B A table of two cross—clissitied variubles A and 11

2. The vuriables are ot nominal tvpe {i.c. there is ne oedering ol interest).

-

3 The A classification precedes the B classificanion chronclogically,

causallv. or othe rwise.

The 31 of Lambda measutes ane based on the principle of Propotional Reductivn of
Errur (FRE). The set of lamibda measures measures the sucngth of a relationship by
cralculaung dhe preportion by which we redire the errors of predicting, the salue of
ane atiribute:

{Case |} - we have no information on the other atnbme,
{msumng B is stalistically independent of A)

if 1 or

(Case ) - we gre given the value of the glher sitribue

{assuming B isa unction of A)

7



Assurme thal ppm repreaents the largest marginal properlion ameng B oclasses (1l

s i of colwmns wials) and pyg, represents the Liepasst cepportion e o powe of

bt cross-classitication talile 1the masimom ol o iatals), Pormally:

Pom = L4 P
Pam = .-'Lf;:!_,"i' Fab

In Case 1. it is best to predict 1y, Lur which pp = o il is to prodact the 13 eulepory

that bus the larpest marginal proportion and the probability of eerur, would e | = p .,

In Caze 2, it 15 best 1o predict By, foe which gy = py,, that is 1o prodict the B calegory,
which has the larpest proparion in the A catewery umil hen the prabability ol ermor is:

1-3 2, The principle of PRE relates these two cases by:

s

PRE= j = probabiliy af EI‘I‘DI‘i[li.':H?it{l I-pra Iflﬁl:uilil:_'r el errurineasc 2}
probabiliy of eererin case[ 11

Replacing the probability of vrrors by their corresponding formula. the measure &y, is
then:

b-P g ~UI-F gy )
A. = L2
|—.L-'II..h.

The measure Ay, can be ewniticn as:

E -U'-_m-r - j}_m
I

1= T m

The replacement of the probability of ervars by their proportions. then the measure Ay

Is:



Try this senge the hy measone represcnts the relative decrcase of cmor in peed eing the
1} cacegory when the A catepory 13 knewn, a3 opposeid Loowinen thwe A calegory 15 ool

know,
Analopoushe 1o Ay, the measune L, ean be delined, whach represents the relulive

decreinse of ermor in pradicling Ihe & gatepory when the 11 catepory 16 kngw, s

oppusecl 10 when the I caleeony s ool knean, The sz, s e delind as:

.":l. g = 5y,

=

h
I_-':"ln

Where M. = AMAY

Pl = AAX Mo

I'he mensure g cun be resriiten as:

In muny silualioms, wi el o prediel e A class half ol e e wnil the B elass half
of the trme either by

1} Given no inlommation, or

2y Given the A, class when ehe B, class 1510 be predicied ar given the 13y, clnss

when the A, class 1o be predictzd.

[n this situatton we can deliw the & mensure o the sioe way as & oond Ay Inche first
casc, where we have no a prior informatien, the peahabilicy of coeor in prediction is 1-

;_[p_m + pp) and in the second case, the probability of emor in prediction
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iﬁl—%[}:pn“ ~Ep“ﬁ]. The relulive deercase mpralmbility of conar s definad by ths
wu A
woetficient:

L
T[Z |"l'|l + E rll'h'l - ﬂ_-l' T |
L= 2 *

|
]—?[P‘... L] rJ“:'

The X ineasure can be writton @ torms of counts as:

-

Bl 2 M e, =,
V. A

nh

iom

AN (R, +u. }

The set of lambda measures the same propertizs duc o the Fuct that they sre bused on
the same principle PRE. Aceording to Goodman amd Kruskal [14], the set of lambda
measurc has the fetlowine propertics:
i. The value of A lics belween 2, and Ay inchesive,
it. The valee of 2 is | if and only if alt population are concentrated in cells no
lwe of which are in he suoe mow or coalame: e i3 ooly one Bone-2er
protabiliny cell in each row.
i The values of & w mdelenmiroie i and ¢y iF when the entire population lie in
a single orll of the wable.
iv. The value 215 & in the casce of statstcal independoence.

v. The value 2 35 unchanged by permutation of Roes or columns
4.5 Design of our svstem

Our wxonemy [omastion sysicm consists matnly ol tree modules, These modules
are: [ata entry, Search for regulariies and Build W3wongmy. These modules are

execuied seriatly. The data wsed 1o 1est our system s real Jala 1aken from the
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INTERSET'. The used data i all pre-clussiled anl i oue sssivim, when we buaild e
taxononyy free the class labels are disearded fremoved). i the mmlysis anl Jesign ol
vur system, we used Unified bisdeling Conpoage o008 e the devedepenzen ol 1w
implemantation of our system. Avearding lo |8 UML s a stundard grapical natalion
for expressing 2 systemn, ineluding conceptul things such as busingss processes and
system fuonetlons a3 well as conerele hings such o programming  languoge
statements, database schemas, and reusable soltware compenents. In the analysis and

design of our syateny, we Have used only (woe main groups af UM dinerams, Fhesg

o bypes of digprams are: structucal diagrams and activity Jigrns,
350 Struetural dingrams of our systcm

Structural diagrams are wsed to display the struciural ¢lements thal make up 2 svylem
or [unctions. These diagrams show o slilie view of the system mode) and the
relationships between the dillerem strucihures. In our systenn, we have s wo epes

af siructural diaprams which are: 1 se Case disngann sd Class diagram.

3.5.1.1 Use Case diagram

The use case diagram modcls the functionality of 4 systom using case and aclor's
interactions. Lt describes the fnelional roguizements of the svslem in the manner hat

oulside actors interact at lw s3stem level (boundaryy and the response of the syslem.

Our systems” Lise Case diapram is depicted in fipure 3-5.

' Merz, C. J, & Muphy. PMIS%, UCI Kepositey of miachise Jeasig oaihases
[baptivews ies.uel edu~ mbearne M Reposicoge i), Diving, CA: Univeite of - Culilomiy,
Clzpurtmem of Informaticn and Compuiet Soeme,
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Figure 3-5: Use Case disgram for taxonony firmation system.
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The ubove Use Case identilivs Lhe following functions:

Data éntry

Llsedl by
v Tiser.

Inpurs:

= Data file maroe, The {tle is intexe ool

Ouipues:

" AR Access database file, The daabase Gl 5 8 cansfaormaticn of the

text file.

Prae-Conditons:

* The data filz mame and path st be comect, The data must be poise

free and ull records must have comemen delimiter.

Post-Condittans:

" Mupne.




Search for vegularitivy

Ulse by,

v Llser.
Inputs:

" An Acccss database file name. Threshold valu,
Cutputs:

= MNone
I're-Conditions:
*  Wadid threshold waloe |90.0,,,10],

Post-{Conditions:

= None.

Duild binary tazonpmy (ree

Use by

" Lser
Inputs:

*  Dne-level taxomgmies,
Chutputa:

*  Hnary lasonomy oree.
Pre-Conditions:

= Mone.
Post-Cionditions:

= Mumne.
3.5.1.2 Class diagram
The purpose of ¢lass diacram is 1o depict the classes within 2 model, The Class
dizgram caplures the Jogical siructure of the system. 1L is 2 suaie el deserihing
whal exists and what sitribures and behavior it has, mther Oian how somnething is
done. The UML ¢lass diagram can depict the coments of o class such as; siiributes

(membur vartables), openticns {member fonctions) and relationzhips with other
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classes quite ewsily,  Figure 16 depios e Clss dingrms o aur syaten, wlicl

crnsiats of the following classes:

Search for Resulraity class is onc of the mest isontial clogses, This cluss i
respongible of tinding the hasic huildine block, lar vur systeny, selach is the regularily
oc patern, . This class has several methods, which e
o  Create Con Th: is 2 method to create a contingency table for cach woe
atirbuotes in the given databage in un exhulstive sedrch.
«  Fre_Cuount; 55; metboal (o provisle the trereney courts for encl opeatsl
contingency takle.
»  Heg Test: is 2 method to test each contingeney table if if is conduclive (o
be reputarity by the wse Lhe set of Lenbeda measires of wysocialion.
Currespomileaee_analyvis clays is 4 class that reamunges the colurmns and rew of 2
conungency table so thal similar rows” columns wilk be adjacent. This closs hos two
by, winch an:
= Run_Correspondence_anahsis: 15 a method thal evecuivs o pumber ol
satistical menils Lthat cnables the system 1o lind The reondering of columns
and rows.
»  New_rolumns_wrder; 135 2 inethod Wl reorder e mows and columng of
the conlinpency lable

Agoregation class is a claxs Lthal wes o find the best 2 = 2 commpency 1able that

{aprroximale) eguivalence rolation by the usc of & measuce, This ¢lass hag o

methods, which are:
« Coo_Tbl_Tesi: is 2 mecthod that wests coch produced 2 = 2 contingeney il

|l appraximates an cquivalence relativn inam exlinglive fwlian.
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+« Ron amgrewation: 1s o melwd Lhal bohEs the besd 20 2 conlingeney [hal

approximates an couivalenes relation.

Merpe class is a class that merges tao equivalent one-lovel [xonomics oo oo,
‘Ihis class has only coe method, which is:
v Merge test: is a mothod that tests of the piven two ose-leve] axonomies

can be meraeed

Build taxpoomy trée class is a class that chooses the bost onc-lovel taxonomy
(merped or net} o be placed cexn ontbe binacy owlu-level tasonmny., This ¢lass has
cnly ane methiod, which is:
»  Part Ul Fn: s mothsl e test all the coesdzd ope-love: luxonomies and
ter cheose the best of them to splet the dacs nte two parts.
Load_Treoe chass 15 v <lass Lor staring and displaying binary tsenomy e, This cless
has two methodds, which are:
»  Save TaxowomyTree: 13 2 method to store hivaey taxonomy trea after its
conStrucion.
«  Lowd_TaxenemyTroes isaomelhod G el seved Bloary ligeromy s e
ha display=d.
Mluin class 15 v clwss Dt controls e over all apertions of e system. This clwss has
geveral methods, which are:
& Head data: is o method to da read file.
»  Write b0 DataSet: i3 2 method to load dadts from dsta file o disolaying
conlainer,
«  Copytable’I'Crarray; is 8 method that copies a dacalzmse Ole o a matex,
e Count Rows Thil: 13 a method to count the number pows ina table,

e Count_colum_Thle: 15 a method to coant the romher celimes 1n a table.
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» ret_Domain: is a meduad 1o gel the domain of cacl altriloe.
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3.52 Behavioral liagrams

I'."rul.'l||nn||lr\-r.r\-_nr|.1|:|ll|ln

-Gl cobae &iwe
m Co cubal Ay
M _Mand Aog
4i_TiA lkabn

Adu ! Tkulin
Al s Liirie
ATl L A ey
Lok e opkogr
-WI_am D -njeger

W _enl Inmgar

‘:qu'_Dcnﬁspn.llJHln.u_H Hy |
Mo _calumre ai-kad]

—————— .
Tmre'm_Bauc_Lawl

=Irar_ | pnonmy | T
“rHaH_TAnararrs | ey

B grdysiun
-IJlIIl'l'l_;I'I:-ﬂ'\'j_:fl."alll
RUIENE - R T
SHA_HFED Ry

=20 Tl Twdll
“Hn_ 133 nqudon b |

Behavioral diagrams are usesl {ur deseribing behavioral perspectives of o given

system as well a3 messages between objects dprucess warkflows). Feum Uhe wrosp of

behavioral disgrams. in our system we have used only the sequence lisgram.

A sequence diagram details the ovemll tlow of eontral in the sensy of how

operations are performed and what messages are senl and when sem. Sequence

diagramy are organzed according o time wise Fashion. Ohjects invelved in a svstem

arc bstzd from top w bottom and from left o retn sceording o their use. Tigure

3. 7depicts the sequence dizzram ol oor system.
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Chapter Four

Experiments amd resulds

The fl}.ﬂt]ﬂ_[iﬂ'l'l_ of nzonemics 5 very uscful wose many doinaing sachoas Botany,
Footagy, Astronomy and many sher Helds. Taxonomy 5 8 hicrurchival systern that
consists of classes, The |:_:|E|:‘=_GHL'!:: are usually muiually cxclusive with respecl e the
presence of absence of some [esures. The subclasses of e laxonomy possess

discriminating lealures vl their supet classes

The purpase af this chapter is to repert an a nombae o vsperiments thial have Leen

eonducted by the use of our systeny, “Twxonemy onnatua ™.
4.1 data sets

The daa sats that have becn used to iost our tuxenoemy urmation sysiem are taken feom
public domaing on the INTERNET [2]. The date sers lat we lave used Lo cunduct pur
experiments are previoushy been classificd, We have ddeleted he classification (Class)
ajtchute from the data before used o cur systent Adl the data sels that v hive osed are
noise fTee {no missing dalap, Qor sesiem iz limied to nominal data valoes sod lor
continugus data we have usad @ svstemn thal s avnilable 0 the poblic doamain of the

Universivy s Liverpensl [3] o convert continuous dosa valaes 1o diserees: data valoes,
4.1.1 Small soybean dutabase experiment

This experiment deals with the well-kpown Small soybean dalu. This data set is
cencerncd with the discases of the seybean plant. The desceiption of this data set is as

Tl Jowes:
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Sonall servlbeean data dzseriplion

Mumber af instances 47

Mumocr of atrikuics 15

Clazs nan:s (chseases | D1 Diapetloe Sen Coecker
NAmesh D2 Charcoal ot
123: Rhimocetonia Fuol Hel

134: Phytuphthora Rl

Claze disiribwstion a1 10 imestanees,
[32: 10 instnees.
D3 10 insanes,

. 1242 LT instiarces,

Table 4-1: Small soybean data ser informafion.

Crur Aexomeany foemation has peodoced the fellowing laxenomy Jer the small soybean

data et in figurs 4-1;
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Frgure 4-1: Smuall soybtan hinary iaxonemy tree.

In this expenment, our svslem has consadered threshold of 059G for 1the s of lumbda
measures when ever thrishokd of 1 0015 ngt posmible. For purpose of clanty, we have

redrawn the above binary xenomy ee i Agure 4-2
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Class 5.1 Claas 5 ¢
BZ=2  AT=11 | [A0=] arez 3
a189«=] 31373 aig=1 al3=0
414l 1 515=1 al4=3 ala=0
ale=1 alé&=0 alG=0 aa=¢#

Cla== I}

aAd=12

218z

. T,
Class 6.1 Clagua G ¥
a11=0 ali=12
alde. Alday
aller; WPERES!

Figure 4-2: Redrawing of ithe small sovhean Binary grxononmn free,

4.1.2 Large soybean database experiment

The sccond experiment deals with the large savhesn darnbase cxperiment. o is also

concemed with the discascs of the soybean plant. This Juta bus some missing values.

Adter manual preprocessing. the description of the data is depicted inwble -2,

Erata Deseription belare processing Descriptinn alter progessing
Number of instances ! Y 6
MNumber of attributes | 47 15
tumber of instance | 307 -

wilh tissicte values

Class narnes

[diseases names)

D2 charcoal-cot

D : diapwrtdie-stem-canker

D3 chizoctomia-rom-n
IH:phyiophihara-mol

D3 - Brorws n-stem-ral

Thit a0 Ll

(1Y
b+




Data

Dleseripiian before processing

Prascyiprivn alter processing,

[ M povedery -l e

D7 :chramy-mildgw
[18:brgwn spot
D9:buclerial-hlight

LT i:bacterial-pustale

1 1:purple-seed-stain

| 1Zaathracinee

D] F-phytlestioa-lear-spot
D 14:altemnarinlc Foapuu
D rog-eve-lealspo

D 16-diapetbe-pod-& -stem-blight
LAY, cysl-imrhalucke

D& 2-4-d-injury

1119 hetbacike-injur

Class disuibution

D 10 inaances,
12 10 inslange.
D1 10 inslances.
D 40 wslances.
08 20 iisLimces.
| My, 10 rastarces.
D719 insianges,
D&: 40 inxlances,
1% 10 instanves.
D100 T4 dostanee s,
CHL 1= B8) insinges,
12 20 instanwes,
D3 10 instances.
14 ik instances,
L2105 NI instanoes,
(M6 & ingsongees,
THT: O instorces.

[11%: | instatiee.

{30 10 inpanses.

132 10 inglanoes.

10 10 intanses.

(M 16 insances.

L5 2 imshances,

D200 10 inasfanives,

[¥ Wl instangys,

[38; 1 inslanues.

R T TR

[I10 T instansges,
130T Nk instanrys,
Pald: 210 imstusices,
(N I [ RTEN PR
FHL T ins s,
[IL3 Y instanges,
1n 1,

(HIH

] LR
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Data Drescription before processing, Irescnption aftor processing

Db 4 mstancea, Dlw 0

Table 4-2; [.arge snyhean data vet before and nfter preprosecssing.

After preprocigsing (removal of missing data), we have ended up with thar has 266

instances and 15 classes [27, 31 and 25]

O laxonomy formation svstemn has produced the binary mxonomy iree that is depicted

in figure 4-3

T = ] e, 10 T wY ot A0, T
' B Il | e | e | PR
N5 1 e ) o T[] T T
| o 13 i, § 7] | Phrboriiten 1 e,

1
| 1 b e kvt ] addel] Pt i
R ) 1N i ] T | [] Ty 71
1 ‘ T DT e | | T i | PR

. e A T o 1] P | P,

i 4 1O Re-T W+H1] Thrmte P | TR,
i 11 Cidemear =] theero=] e
i j W 10 e T red [ To el AC
btk e | ] Mt B
I A 2 T 1 ] vt s
! | A1 A 2 P 1]] Tkl LA
| = L2 | aT P L |} THrphgit= 1 %
| % 1N =Pe=7 iagm=]]] Thees i X%
L 2w i | ] “hremrid=a 1%

Progreyerg o Fmd sl o= Darmbarm et B0vhas s _md

TF h : "" tmerrore Foanal

Fimare 4-3: large so¥bean lnary IRxonomy tree.

Tar simpheity purposes of the binary taxonomy Iree, our system hos convidersd unly

threshold of 1.0 for the sct of ambde measumy.
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+.1.3 Irix datobase experiments

The thind ¢xpeniment deals with the measuorements of an Ins plan. This data consiss of
lour numenic anrbules Scpal Length in em. Sepal Width in em. Petal Leagth in ¢m, and

Peral Widith in ¢m. the descriplion of the data is depicted in bl 4-3.

Iris daca description

Number at’ instances 150
Mueni e af acterhutes 4
ol redimess Itis Selosa

[F1s Versivolnr

le3s Virginie.

Clozs distribution Ay Selosa! 3 wtdnces,
Iris Wersicolowr: 300 iestiiees,

bris Wirginicu: 5] instances.

Tuble 4-3: Iris dat set informalion.

Due 1z the fact that our 5+ #em works only wilth diserele data, we hasve discpenzied the

Iris data by the use of 2 system thar is available from Lis crpool University [3].

Figure 4=t depicts (he hinary wxonamy tree that our system has preduced for the Iris

dara.
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Figure 4-4: [rist biniry thzonomy bree,

Fot the Iris data, our sysiem hes conswdered threshold of 0% when ever threshold of 1.00

13 mat possible. Figure 4-3 represents a redrawn of the laxonomy bree in Agune 4-4
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&l dala

Clags § [ Glaug ¥ |
ad=12.13 alell
ai=1516 ade1d
ab=15.149 ass 7

| Siass 1 1) 1Class 1 2

aid=11 A2=12,11
gd=151E ac=1d
as="H1% am 1T

Class 1.1,1 ] [Clags 1 1.2
ad=1 ai=13.13
as=17 | a%=10 19

e
|TEIET:";:: TEETATY
L&3=11 al=17.13

ah=1e B4U15. |6

a%=:7 | | as=1819_
Taas 11221

Ag=1?

#=14
ah=17

Figure 4-5: Redrawing of the iris binary tavmoms e,

4. 1.4 Glass dutalase exporinents

The loweth gxperiment deals wich the Glass idenlilivalion dotabase, T ihis esperimment, ali
atbribules wre af continuous type. This Jwla is concerne] willy the wlentilieation ol
dillerent 1ypes of glasses that can be used in crimimlogical invesnigalion ar seenes ol |he

crimis, A deseription of this data is given in lable -4,

Glass identificanion dala descripdivn

—_

MNumber af inlances o

Number oF alinbutes 0

Claas names tloat precessed hunkdng windows
lont processed »ehicle windmas
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Glass identification data escrplion

nan-loal proccssed building windows
nen-tloat provewsed vehicle windiavs
cenlainers

tableware

headlpmps

¢ laex distrbution Noat processed kuilding windows: 76
fluoek processed vehicle windows; 17
" non-Mueat processed buikling windows: T
non-Tlear processed vehiche windows: 1
Clontainers: 13

Tablzware: 9

I Teadlimps: 29

Talle d-4; Grilass data sel soformaciom,

Liverpool University [3] system For discretization is used 1o sliscretive ihis experiments’

daia.

Cur bxonomny lannution system has prkduced the binary Lavonomy Uee thal iy dopicted

A figure 4-6 lor the glass dara

L
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Figure 4-6: GGlase binary taxonomy 1ree.

For purpase af clanty, we have redrawn the above hinary xenomy iroe in Bgure 4-7.
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4. 1.5 Fonr dhataliase cxperionenls

This experiment dsuls wilh the Zow dati, The dina churecterise namber at wnimis within

a Ao

The data set conslses of |3 Boolezn variables and one numeric vansble for the

number of legs for the snimal. Bevause there are oo many animal wames in each of the

Tahle 4.3 depicis

classcs. we reson 1o nembering Lhe class (Classl, Clisa 2 Cliss 7).
Zoo data desenplion.
foo dara desonipoon
Mumber of inglames (1]
Murmbser of anrildes 3
Class names oo many
Clasy o i bt Class 140,

Class 2+ 20,

B0



Class 305
Clasx 413,

Clags 5:4

Chx 6 B.

Class?: 10

Table 4-5; 700 dain st informatson.
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Chapter Five
Coaclusicen and furtber vescarch

As it is defined in [25], Taxenomy is a hicrarchal sy<lem of scleeted subsels uf & domain,
iypically armanged in & tree, which is eahaustive and digjoint, In the field of data minang.
taxonomics are a restticied ar (speciall 1vpe of koowledoe, which can be Transfoarmed 1o

wlher Turms such ns wales.

The parpose wl 110 hesis is 1o inglement 2 compuater syshan for R il necisliacs in

binary taxosanty larnition, The algarichm of this systens has been developed i 4],
The following roain algarithn gaverns the process ol taxonomy foeoation:
Muin Algerithme Build wsonomy trec
Itzrate the Fotlowing steps unti! then: are no micre [approximare) equivalence
relanions.
+ [Find (Approximaic) Equitalence Relalion (1'atlern).
o Crente one-leve | moonooy.
v Merge simitar fequivalan) ong-level-taxaninmies.

* Chose the appeapriale partiuon.

Baild Multi-level tisonamey leee.

The algarithm dues pat depend an any similacilydissimilarities measures b i relick on
approximatel euividence relations, by the vse of a sl larmilcla {A) iveasures s
measure of associstion, and partition ulility fonctions in the process of [upming 2

axonomy Iree.



The algorthms” GGRITY RMATON Process iy 4 bps of unsupervised fedrning, 1.6, Ao
prior model of the data s sesumed (neither the number of classes s pre-specified nor any

assumptions aboul dala distributinn are madc}.

We have developed the above mentioncd alzagthm i a system that specializes in binary

Laxomeyny fermation ky:
1. The s ol 41841, for the analysis and deseen rhascs.

T The wse of VRNET programming language for the implementation phosce,

After the develepnein ol sor spaemn, we have wsted it o namber ol well ki i

sata. i the testingy pliose al the system, we wsed dat sels el ditfeoent dalin tepes wul B

The results oblained Uram the different experiments that we Tave conducied nsing var

system urz Lhe same 49 expaceed. Our rosults are the same results of [1, 4,9, 27 wrul 32]-

Dicpending on the ubtined results from our system. the author weould like tor make o

nunher of obaers Ativng:

1. “The approval of the validity of use of approximate squivalence rclalions as 2 basiz

for unonomy fomation.
2, The validity ol use of the sen of & measurcs as measures o association.

3. Our syslein can he psed as a preprowessing svstem tor other chissilivativg

abgorithrns and dat reduclion
The suthor would Like muke » number af suggestions Tor furher research:
1. Incarpordion of subsystem to deal with missing data values and nuisy Jala,

2, I ingvrperntion af suhsyseen to deal with sparse data.



bl

Test vur systern wilh larger dita.
The ¢xtension of our sysiem to deal with non binary 1axonomy Irees,

The study of the possibility 10 apply this s¥sizm in Libva in the ficld of
Medicine {i-¢. {ancer diagnosis, classificaion of han discascs and of heart
ard thiabetes), in e Aeld of Sovial and Econvomizal stadies, i sield of Oil {ix.

Geophysics) and mzny other fictds.
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