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Abstract

This study illustrates the use of genetic algorithms ( simple and parallel genetic algorithms ) in
school timetable and a comparative study on genetie algorithms between earlicr studies
discussed in order to create feasible and ofiicient timetables for Libyan secondary school
timetable for each level alone.  Different constraints can be applied o produce different
timetables using single and multi crossover point.  Earher studies used GAS in solving school
limetabling problems in different methods based on the genetic algorithm  operators
freproduction. crossover amd mutarion in order to reach a near optimal solution. The major
difterence between these studies 15 the chromosome encoding which is one ol the most
significant factors 1n order to coverage satisfactory and fast to a near optimal solution .
Comparing these studies  with the educational system in Libyan secondary  schood |l is
convenicnt 1o design and 1implement the simple genetic based algonthm to obtain a school
timelable for Libvan secondany school . where students proups. classes | time slots are fixed,
and scheduling a sel of subjects freachers) over a set of time periods. while siisfying a wide
range of constraints |, the bard and soft constrainls . In the suggested design more than one
teacher can teach the same subject o different groups in different time slots avoiding elash
prohlems (xuhiect elash problem or class clasht probiem). The GA operators will be applicd

{or producing a new chromosome dimerefic} in order to reach a near optimum solution

iv
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CHAPTER 1: INTRODUCTION

This chapter provides an overview of the timetabling problem, its difficolties, the
traditional methods used, and an overview of the Genetic Algorithms {GAs), their history
and literature. their successful use and their operators and parameters and how the

timetabling problem is solved using GAs.

1.1 Introduction

Timetabling problem is one of the most difficult practical optimization preblem [25]).
Timetabling problem is a scheduling problem, which shows what, where. and when event
takes place. A practical timetabling problem usually involves many interacting constraints
which must be satished and it is often impossible to specify there constraints and their
inleractions ta oblain near optimal solutions {or this kind of problem using a genctic
algorithms {GAs) [2. 5. 29 and 4]. Genetic algorithms {irst specified by John Holland in
thel960s. 19705, were very successliol in solving many complicated optimization
problems [9. 25, and 1]. From that time many rescarch have attempted 1o develop
powerful techniques for selving such kind of problems depending on the basic genetic
ulgorithms operators reproduction, crossover and mutation. The timetabling preblem for
cducational organizations is usually refers to exam or course limetabling at a school or a
university, there are three basic constituent parts of cducational timetabling: course
timetabling, exam umctabling and school timewhling [3,20] . This study shows
comparative study on genetic algorithms sed in school timetabling 1o depict a simple

alporithm which ¢an be applied on secondary Libyan schoal timetable.



1.2 Overview of timetabling problem

This section provides a brief overview of timetabling problems in organizations such as

schools colleges and universities.

1.2.1 Delnition

[3] delines timetabling problem as:. "Fle timetabling problem consiviy in fixing o
sequenee of meetings hepween teachers and studems in u prefixed period of Gmeltpically
’

o woek), safisfving a set of constrainis of various types . Timelabling is a special case of

scheduling,

“Timetabling is the alfocation, subject to constraints, of given resonrces o obijects being
placed in space- time, in such o way as to satishy as nearly as possible a sei of desirable

ohjeceives . As Wren defines [20].

[13] defines timetabling problem as a form of scheduling problem. i invedves processes
which veeur in almast afl areas of owr duily fife, sweh ov doily timetabling, school
fimotehling, o activities timetabling, Comprter-based timetubling methods however,
concern themselves more with simply finding the shortest timetable that satisfies all the

constroims .

1.2.2 Educational timetabling

Educational timetabling is the sub-class of timetabling for which the cvents take place at

cducational institutions. A.schaerf {3] classifies the timetabling problems into three main

classes;



Sehool timetabling: The weekly scheduling for all the classes of a school, avoiding

tcachers meeting 1wo classes at the same time, and vice versa:

Course timetabling: The weekly scheduling for all the tectures of a set of university

courses, minimizing the overlaps of lectures of courses having common students;

Excmination timeiabfing: 'The scheduling for the exams of a set of university courses,
avoiding overlap of exams of courses having common students, and spreading the exams

for the students s much as possible.

1.2.3 School timetable

Timetabling problom is an example of complex optimization problem where the
wraditional scarch algorithms are not very effective in solving this problem. Usape of
genctic algorithm in process of finding a “correct timetable™ far an educational instiution
is ong solution of this problem. Given scts oft subjects S, teachers T, clusses C and (hard

constraints H, soft constraings, 5) [5. 8 and 12].

1.2.4 Timetabling difficulties

‘They are a lorge number of combination in which events (times, places and people) can be
combined tor even guite small constralnts and produce an optimal selutions. In general

there are ditliculties shared among all kinds of timetabling problems [ 13], they are
I A peneral algorithm for solving a pelynomtal time algorithm cannol be achieved casily.

23 The constraints and the condimions differ in cach particular problem.



1) Some conditions and conditions in the real world-timetabling problem cannet be

presented precisely.

4) Designing effective heuristics for optimal solution is very difficult.

1.2 .5 Traditional ttmetabling methods

For producing a timetable there are a number of ways and techniques some of these are

26, 28]:

Graph coloring technigues.

Direct Heuristic.

-

Hybirid methods.

Constraints based approach.

Logic programming approach.

1.} Overview of genetic algorithms

This section introduces genetic algorithm in brief. how it works and application specially

in timetabling problem.

1.3.1 Genetic algorithm in briet

(ienctic algorithms are search algorithm based on the mechanies of' natural selection and
natural genetic [7]. Genetic algorithms have been developed by lohn Holland, his
collcagues and his students at the Umiversity of Michigan . Holland’s monograph

“adapration In natwral and artificial system”,  published in 1975 is regarded as the



seminal work on genetic algorithms [30, 24 and 23]. Some of the kev ideas introduced

hL L g

- A population — based algorithm.

- Crossover, mutation inversion as operators,
Goldberg |7] bridged the gap between the simple genetic algorithm used in computer
science and the set of very complex natural processes on which the genetic algorithm are

based.

Mitchell [21] introduced the use of genetic algorithm as the search algoniithm use in

engineering and computer science,

1.3.2 How genetic algorithm works

In its standard form a simple GA that yield good results in many practical problems is

composed of three operators [28).

. Reproduction selection.
2. Crossover.

3. Mulation.
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Fipure (1.1} Evolution flow ofthe Basic genetic algorithm[12]

The basic algorithmic process of GAs goes as tollows:

1) [Start] Generate random population of n chromosomes (suitable solutions for the
problem).
2} [Fitness|] Evalunte the litness {x) of cach chromosome x in the population.
3) [New population] Create a new population by repeating following steps, until the
new papulation is complete
a) [Selection] Seleet two parent chromosores from a population
by [Crossover] With a crossover probability, crossover the parents Lo form a new
offspring {children).

) [Mutation] With a mutation probahility



the parents. This gives each individual a chance of passing on its genes without the

disruption of crossover,

For binary encoding the cressover can look like this ( J, 15 the crossover point) .The

following: Figures 1.2 end 1.3 shows one point, two point crossover works,

parents l Oftsprings

[EHE Ei"m"ﬂ- gllﬂllﬂt‘u".

Figure (1.2} One potnt crossover

parents Offsprings

Figure {1.3) Two point crossover



1.5 Applications of Genetic Algorithms

A Stmple Genetic Algorithm is very simple, but variations on this basic theme have been
used in a large number of scientific and cngineering problems and maodels [22]. Genctic

algorithims are used in solving problems in many areas such as | 28]

Distribution compuiter network topologies,
- Electrenic cireuit design.

- Mobile communications.

- Scheduling applications.

- Medical,

- Control. - -
- Telecom network.

- Robuotics design.

Strategy planning,
1.6 Using G As in timetabling

From the definition of timetabling which is a problem of scheduling the events (times,
places and people) & constraints, a timetabling problem can be thought of as a search
space of nptimal solution in the search space ol pussible imetables in this case a timetablc

[29.7].
1. Can be represented as a chromosome.,

2. The timetabling fitness can be used to distinguishing the good timetable from the

WOrse Ones.




3. The timetabling problem is very large and multi-model search space.

For these reasens. the timetabling problem can be treated as an optimization problem, for

these GAs oplimization lechniques can be used 1o solve it.

1.7 Objectives of the study

The aims of this study is to investigate the use of different G4 operators in secondary

school timetabling problem the purpose of this study are:

1.7.1

A detailed inroduction to the topics of GA {history, methods, variatiens ...)

To introduce a comparative study of the earlicr rescarches to obtain the optimal

design for GA timetable problem.

-

The design of o simple genetie algorithm (SGA) module for Libvan secondary

school timetable problem (LSSTTE).

The statement of the problem

Colleet the information about subjects, eachers, lab rooms and vear of study from

different secondary schools.
Analyzing the collected information to specify the hard and the soft constrainis.

Define the relationship between the components of the problem (such as the

relationship between subject and classes. subjecis and teachers, etc.).

Chromosome Representation.

10



s Design a questionnaire 10 oblain the depree of preferences of tecachers and

students.
» Design a repair function to repair any infeasible chromosome and make feasible.
» Design a fitness funclion to evaluate the timetable.

» Using a parent selection lechniyue for selecting the parents from the population

and then define the crossover medule and mutation module.

1.8 Organization of study

Chapter One

Introduction

This chapter gives o general introduction and background about timetable problem and a
briel overview aboul (As their history, and their operators and parameters.
Chapter Two
Literature review
This chapter imtroduces the earlier and current works in school timetable.
Chapter Three

Analysis survey and methodology
This chapter illustrates the timetabling problem in Libyan secondary school’s it is divided

inte three sections: Nature of the problem, Current system, Requirement of a good

timetable.

11



Chapter Four

System design -
This chapier demonstrates the design of Libvan school timetable using GA system
(LSTT _{r4d) and discusses the algorithm used in addressing the evaluation of the

limetabling problem with some detail and introduces in brief the method wsed in the

analysis and design of the system (LML),

Chapter Five

Implementation

This chapter illustrates the Genetic Algorithm Modules used for preducing Libyan school
timetable using GA system (LST_GA) The modules used are selection module { random
selection), crossover module (One Point Crossover | multi poing crossmer) and

mutation module .

chapter Six

Experiments and results

The chapter present the experimental results obtained [fom wsing  GAs to solve a real life
Libyvan secondary school limetable problem. The operators and the parameters used in the
experimenis were one poinl, multt peint's erossover, mutalion, and random selection

technigque and population size with difterent generation number,

12



CHAPTER 2: LITERATUER REVIEW

2.1 Introduction

This chapter introduces  the recent studies used genetic algorithms ( simple $GA and

parallel BGA)Y for solving timetabling problem,

2.2 Simple genetic algorithm (SGA)

The Simple genetic algonithm {SGA} is easy to understand and to implement. The SGA
in the standard form (using fixed undireeted mutation, generational reproduction and
crossover) s the algorithm that can be used against the other variations of GAs o

compawe [22]. Some of the main peints of dilference are noted belows:

*  Non-binary alphabel: The use ol a non-binary alphabet 10 represent possible
timelables as chromosomes necessilated some changes to the algorithm. Each P
position en the chromosome represents an cvent (c.g. a subject }. An integer
representing the time and place in which the event has been scheduled is allocated
to cach slot. If there are C classes and T limeslots the value that can be ussigned
0 a gene is an integer in the range JO(C*T)-1Y This range of all possible genc

values is called TP|29].

»  The population (of size N} is initialized by producing N chromosomes with
randomly chosen values from TP for each gene. A mulation of a particular gene is

modeled as a change in the gene value 10 a mndomly chosen integer in TP.

13



" Several crossover schemes. population sizes, and mulation siratepies can be

used.

2.1 Parallel genetic algorithm (PGA)

Evolution is a highly parallel process yet the traditional genetic algorithm is a serial one.

As [7] notes:

Shea workd where serial afgorithms are uswally made puralled througl countless iricks
arrd comtortions, iy wo small irony that genetic algorithms thighly poralfel wlgorithms)

are mde serial through equally unnaiural tricks ond turns.”

An interest in the paralicl nature of adaptation and evolutionary algarithms dates back to
Holland’s earliest work. In recent vears there have been attempis o produce paralle]
models for GAs which reflect some of the complexity of natural systems. The three main
kinds of paralll genetic algorithm . The classification of PGAs presented below is based

on that ol [ 29].

1- Global PGA: Timetabling using cellular GAs with adaptive mutation operators |
in this model the evaluation of the fitness of individuals and the application of
genetic operators is explicitly parallelized, but the population is not partitioned in
any way. ‘That is to say each individual has the opportunily to mate with any
other. In this sense the mating scheme 1s no different W that of the 3GA = there is

random mating.

2- Coarse-grained PGAs: The population is divided into sub-populations. The

number of such populations is quite low (compared with the fine-grained model)

14



hence “coarse-grained’. Fach sub-population evolves independently using an
S0A. with individuals being exchanged (randomly or using a selection methed)
beiween subpopulations in a process called *migration’. The two main models for

the coarse-grained PGA are:

i) The island model: The population is subdivided into sub-populations and

magration can occur between any of the subpopuzlations.

ii) The stepping stonc model: Population is partitioned in the same way as for the
island model, but the concept of distance between sub-populations and
consequently  ‘neighbarhood’s s introduced. Migration is restricted to

neighboring sub-populations,

3- Fine-grained PGA: The population is divided into a large number of small
populations. which may overlap, Although selection and mating occur within sub-
populations, overlap between them allows high-fitness schemata 1o disseminate
#cross the entire population. Fine-grained PGAs have been shown o firm a sub-

class of ceflular automata and are also called ‘celiular PGAS®,

2.4 Timetabling problem

The aim of timetabling problem is the assignmemt of classes to rooms and timeslos

(periods) to satisfy the hard constraints and taking into consideration solt constrainis.

“[Uis difficull to make a clear-cot distinetion between acceptable and not acceptable

imetables, Because of the large diversity in acceptance criteria, realistic timetable

15



construction problems are multidimensional; cach dimension may introduce its own

characleristic aspects that add 1o the complexity of the problem™ [27].

[n the 1990°s a number of variants of the timetabling problem have been proposed, which
dilter from each other based on the type of organization involved (university or schoal)

and distinet constraints. Manual solution may ke days or weeks to solve the problem .

The timetabling problem is a form of scheduling problem. [t involves processes which
occur in almost all areas of our daily life , such as cducational timetabling , school
timetabling University / course timetabling , cxamination timetabling . Most of the early
techniques and approaches were based on a simulation of the human way of solving the
problem. However. computer — based timetabling methods concern themselves move

with simply linding the shortest timetable that satisties all the constraints [13].

2.4.1 Schaol Timetabling (STT'P)

The STTP is essentially the weekly scheduling of lessons in a school. Also known as the
class/tcacher model. the problem consists in assigning classes and teachers to periods in
such a way that no teacher or class is scheduled more than once in the same time period
provided the teaching requirements are saisfied. The 1eaching requirements her
constitute the number of lessons per week that cach teacher teaches each class. Each class
consists of o set of students who tollow a common curriculum. Many computer programs
have been developed to solve the STTP but they perform well only under certain

cemditions.

16



2.4.2 Timetabling Constrainis
We define the STTP as the problem of scheduling a set of lessons over a set of time

periods, while satisfying a wide range of constraints.

There are two ypes of constraints, the soft and the hard constrainis [5, 4 and 12]. The
hard constraints must be satisfied to obtain the feasible timetable and are therefore
compulsory restrictions. The soft constraints are not mandatory restrictions in that they
do not cuuse the limetable to be unfeasible but represent those that would satisfy the class
or the teacher. A good quality timetable should satisfy as many soft constrainis as
possible. From our study, we identified the following hard and soft constraints lor the

school:

1. Hard Constraints

s No participant {e.g. class. 1eacher) can be assigned to diffcrent events at the same

period of time, i.¢. no clashes can be tolerated.

s All lessons must be scheduled.

¢« There should be no periods in the class timetable when no teacher has been

assigned 10 a class.

2. Soft Constraints

= No student meets more than three consecutive courses.

# There must not be spaces between lessons of the same subject for a class.

17



e For cach teacher, the teaching requircments are specified. ie. the maximum

number of tleaching hours is specified.

s For cach teacher. the number of 1eaching hours per dav should not exceed a

specified limit.
¢ Teachers should not teach more than three consecutive periods in one dav.
« For cach subjeet, the lessons should be spread out evenly.

= Some lessons, ¢.g. Physical Education and certain laboratory classes are to be held

garly in the moming.

2.5 GAs Biological Terminology, operators and parameters

2.5.1 Biological Terminology

All living vrganisms consist of cells. In each cell there is the same set of chromosomes.
Chromosomes are strings off DNA and serve as a model for the whole organism [4]. A
chromosome consists of genes, blocks of DNA. Each gene encodes a particular protein.
Rasically. we can be said, thal each genc encodes a trait, for example color of eves,

Possible settings for a trail {e.¢. blue, brown) are called alleles.

Each gene has ils own position in the chromosome. ‘This position is called locus.
Complete set of genetic material (all chromosomes) is called genome. Particular sel of
genes in genome is called genotype. ‘The genotype is with later development after barth
base for the arganism's phenolype, its physical and mental charactenistics, such as eye

color, intelligence ete.
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2.5.2 Operators amd parameters

There are three major operations involved in evolving the population of a typical GA. In

no particular order, these are selection. crossover and muation [ 2. 22].

1. Encoding of Chromosomes

There are many ways 10 represent one timetable (chromosome). but to have following

properties:

L- 1t has 10 contain complete information about teachers. groups, subjects.

3- 1t has to be possible to efficiently traverse the structure in order to check exisience of
constraint violations

3- [t has to support efficient constructing and exchanpe of clements because of genetic
operations erossover and mutalions,

The chromaosome encoding 15 one of the most important factors in order for the GA to
comverge satislactorily and fast to o (ncar) optimal solution. Every chromosome must
encende all the intormation needed Tor the description of a timetable. Encoding schemne
assists the preservation ol as many characteristics as possible of the timetable concermning

hard cansiraints, [29]

2. Fitness function

The fitness function is the one of the mosl sigmificant parts of the GA [12]. [t decodes the
chromosome into a timetable and retumns a value represeating the fitness of each specific
chromosome. The Ffitness function, this is the function which checks if hard constraints

and most of soft constraints are satisfied by each chromosome (school timetable}. Each
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constrain has value where this value represent how important this constrain to be in the
chromosome. This value can be positive for constrains that are tequired to be in the
chremosome and negative for constrains that arc not preferred 10 be in the chromosome,

the chromosome with the greater value represents the better a selution.

3. Selection operator

The question of how parents are selected from the population is fundamenial to the
operation of genctic algorithms. As with many other aspects of GAs there is no hard and

fast rule regarding the chaice of selection scheme.

3.1 Sclection Conceptual

This is the procedure Tor choosing individuals {parents} on which to perform crossover in
arder o create new solutions. The idea is that the *fitter” individuals are more prominent
in the selection process. with the hope that the offspring they create will be even Nter
still. Two commonly uscd procedures are “rouletie wheel™ and “tournament® selection. In
roulette wheel, each individual is assigned a slice of a wheel, the size of the slice being
proportional to the fitness of the individual. The wheel is then spun and the individual
opposite the marker becomes one of the parents. In tournament selection several

individuals are chosen at random and the fittest becomes one of the parents

4. Crossover operator

Offspring are formed by crossover of the genes from each of the parents. This
traditionally uses two parents 1o praduces two children. ‘There arc three commaon forms of

crossover:  One-peint crossover, two-point erossover, untform crossover [9, 25 und 16].
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4.1 onec-point erossover

One-point crossover is the simplest form of erossover. A point is chosen ftvpically at
random) on the parcnis and the segments of the chromosomes alter the point are

exchanged. This is best undersiood by means ol a diagram [29]:

Cromadver posibon
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Figure (2.1): One Point Crossover[29]

4 .2 two-point crossover

Two paints are chosen on the parent chromosomes al random and the segments between

them exchanged |25]:
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4 .3 Uniform crossover

Uniform crossover is the most open of the schemes: exchange takes place at every
position on the chromosomes with a probability{p)that the genes will be exchanged

(' Parameterised uniform crossover') [29].
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Figure (2.2): two Point Crossover[29]
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Figure (2.3): Parametetized Uniform crossoverf29)

5, Mutation

Alter crossover, each bit of the siring has the polential to murate, based on a mutation
probability (Pm}. In binary encoding mutation involves the flipping of a bit from D to 1 or

WICE VLr5a,

6. Population Size

‘The population size is the number of candidate solutions in any one generation. Tn natural
evolution the lotat population size is governed by what is sustainable by the envirenment
and similarly in GAs the larger the population stee the more compultationally intensive {in

terms of memory requirement) is the search, In nature. the bigger the gene pool the more
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2.6. Repair Strategies

Some representations of chromosomes can cause offspring outside the search spacc. In
this case, a particular repair function 15 needed to fix that chromosome 10 make it more

suitable for the scarch space.

2.7 Difference between Genetie Algorithms (GAs) and Traditional

Methods

The main differences between them are [17]:
+ ‘Traditional methods work on point-by-point basis.
» They start with an initial guess and a new solution is found iteratively.

e GAs work with coding of (he parameter set, not the parameters themselves.
Advantage of working with a coding of variable space in GAs is that the coding

discreteness the search spaces even though the function may be continuous.

» (As search from a population of points, not single point so it is very likely that

the expected GAs solution maybe a global solution

» GAs use abjective function values and not derivatives,

2.8 Genetic Algorithm in Timetabling

« A simple genetic algorithm was applied 1o high school timetabling. The
representation used was a S-wple of time-intervals (hours), resources {tcachers),
lessons, a matrix R representing a timetable and a fitness-function. The marrix R
had rows representing teachers — "row constraints’ and columns representing hours
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column-constraints’. Their representation was such that row constraints were
always satisfied. but were unable to produce optimal timetables [1).

A simple genctic algorithm applied to the school timetabling problem using a
representation very much like an actual timetable. Entries in a matrix corresponded
Lo time slots and tupelos of rooms, teachers and classes were allocated 10 the slots
[6].

TTe use of genctic algorithms on the problem of scheduling exauns timetable at the
university |13].

Investigating the usc of genetic algorithms (GAs) for solving arrange of
timetabling and scheduling problems .

A genelic algorithm used to solve a small lecture timetabling problem.  An
‘assignment’ was defined as a 4-tuple of event. time, places and "agents’ a term
used to describe the peeple required for an event 10 1ake place.

Were able to achieve bewer performance than traditienal genetic algorithm in
some problems through using direct mutation as a main operator[13] .

An example usage of Genetic Algorithms (GAs) for finding optimal solutions to
the problem of Lecture Timetabling at a large university was explained [19].

A possible way o generate timetable using genetic algorithms (GA), for
implementation uses special mutation:  repair”™ mutation not only serves to leave
local optimun, but it moves GA o more promising areas in scarch space.

A genetic zlgorithm was used to produce timetables for  school | A problem
speciic chromosome represemtation and the use of a repair algorithm afier the

genetic operators avoid searching through iliegal timetables. We also tested the use
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of different fitness functions and present resulis obtained with our protorype
timetabling system implemented in C [3).

* The use of heunistic method of Genetic Algorithm (GA), especially designing the
GA lor limetabling tvpe of problems [2].

« A genetic glgorithms used in a wniversity timetabling. Results show directed
mulation olfers significant gains in speed and reliability over the fixed mutation
operator of the canonical algorithm. Directed mutation has been found to reduce
the time taken to find an optimal solution by more than 50% (for a 65-event
problem} and 35% for a 130-event problem. The cellular PGA was found to
significantly outperform the SGA. confirming results from (Payne 98) [29).

= An adaptive algorithm based on cvolutionary computation technigues, designed.
developed and applied to the timetabling problem in order 1o create feasible and
etticient timetable for high schools in Greece. Simulation results showed that the
algorithm is able to construct a feasible and very clficient timetable more quickly
und casily compared to other techniques, thus preventing disagreements and
arguments among teachers and assisting eaxch school @ operate with it full
resaurces it can be used each time satisfying difierem specific consteaints, in order

to lead to timetables, thus meesting the different needs that cach school may have.

[V1].

2.9 Comparative study of GAs application in carlicr study

Earlier studies used GAs in solving school timetabling problems in different methods
based on the genetic algorithm operators freproduction, crossever and mutation) in order

e reuch o near optimal solution. The major difference between these studies is the
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chromosome enceding which is one of the mast significant factors in order to coverage
satisfactory and fast to a near optimal solution. The lerm encoding is used to describe a
way of representing a weekly timewable, Comparing previous studies  with the
cducational system in Libyan secondary school | we have chosen the SGA for designing
the timetable problem . it is convenient to design a school timetable where students
groups, classes , Lime slots are fixed, and scheduling a set of subjects ffeachers) over a
set ol time periods, while satisfving a wide range of constraints . the hard and seft
cansiraints . In the suggested design more than one teacher can teach the same subject to
different groups in different time slots avoiding clash problems (subject clash probless or
clasy clash probiem). The GA operators will be applied for producing a new chromosome
ftimetable) in urder to reach a near optimum solution. This will be discussed in the design

and implementation chaprer.
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CHAPTER 3: ANALYSIS SURVEY AND METHODOLOGY

i Introduction

This chapter illustrates the timetabling problem in Libyan secandary schoo!l’s it is divided
into three sections: Nature of the problem, Current svstem. Requirement of a good

timetable

3.L1.1 Nature of the problem

To clarify the school time table problem the survey asked the following question:

How many periods per week assigned for each subjeet?

What is the maxintm number of periods a week?

How long is each period?

Are there different break times for the difTerent year in the school?

What is the maximum capacity of a classroom?

How many students are in the school?

How many teachers are in the school?

How many sections are in the school?
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Table (3.1} belew illustrates the result of survey in details . where

M- the number of schocls

Min ~ the minimum value given from the schools for cach question

Max- the maximum value given from the schools for cach question

Mean — the mean value { the sum of answers [or each question divided by the number of

schools )

questions N | Min | Max | mean
What is the maximum number of period o week? g |27 | 35 04
[How long is cach period? g | 40 | 50 |448864
Are there ditTerent break times for the difterent year in the schoal? 8 1 1 1
What is the maximum capacity of a class, room? 9 | 30 | 37 | 3355
How many student are in there school? g | 120 | 2350 | 22533
How many teachers are in there school? g [ 12| 42 | 1888

Table {3.1) the result of survey in details

For the construction of the timetable to the started all the necessary input data must be
available to provides the necessary intormation ahout the relations between teachers,
classes and subjects. In example of an input data fwecessary information) is presented as

fallows:

The total number of ciass’s in the specific example there are 18, the 10tal number of
teacher’s 36, the total number of days per week that courses take place {in the specific

example this number equals 33 which is a typicul value for Libyan secondary schools, and
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the (otal number of period per day that courses take place (in the specific example this

number cquals 6} which is a typical value for Libyan secondary schools.

3. 1.2 Current system

During the survey a list of questions prepared about the mcthods used by school 1o
produce school timetable functionality, usubility and an associate difficulties to produce

school imetabling system

Is a computer used at any phase in the limetabling development?

+ [Isancvel timetable generated each vear?

« What isare the mest important cause(s} of change?

« Is manual manipulation of the timetable allowed?

« low would you rate the timetables formed by your system?

+  What is the maximum amount of time available between receiving the data and

having to produce the timetable?

*  How long does it fypically take to construct the 1imetable from receiving the data

lo printing the finai repont?

What are the major reasons for this change?

But the answers of first question shows that all schools don™t use computer at any stage in
the timetabling process, so some of these questions were useless. As any manual work
there are many problems in producing the tables. So the survey will try to solve these

manual problems.
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3. 1.3 Requirement of a good timetable

A good school timetable means a timetable which fulfill the hard and sof constraints In
order to keep the timelable valid . The results of survey show the importance of hard and
sofl constraints in school timetabling for example table (3.2) shows (percentage of
constraint} the important of the first constraint 1o the school timetable, it illustraws
constraint (1) in details , first columm criteria of consiraints , sccond column represents
the frequency criteria ( the number of schools apply the specified constraint ) and the
third column represents the percentage { frequency / number of schools *100 ) of the

current ¢rileria

constraint Frequency pereent
Valid required 6 56.7
optienal 1 11.11
not required 1 1.1
Total 8 88 .89
Missing Svstem 1 1111
Total 9 10004

Table (3.2) the percentage of constraint

Table (3.2), shows that 6 school of 9 answered questions 1 as required, 1 as optional, | as
not required and 1 noanswer, This means that this question has higher priority for school

timuelable.
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3.2 Mcthodology

In this siudy the algorithm works on a population of individuvals, random selection
scheme, applying crossover fene-point or two-peint} and a simplc mutation operator to

them.

3. 2.1 Problem definition

The school timetable problem can be defined as a ciass teacher timetabling problem. The
weckly imetable in Lilvan secondany schoeol is divided into 6 | 45 minutes periods (lime
slots) which results in a total of 30 periods. From 0 -34, as can be secn in Table {3.3).
Each lesson must be assigned to a time period in such a way that a number of constraints

(requirements) are met.

Time San | Mon | Tuwes | Wed | Thurs

08:00 - 08:45 0 7 14 21 28

08:43 - 09:20 1 8 15 22 28

08:30 - 1015 2 9 16 23 a0

10:15 - 11:04 3 0 17 24 Y

11:00 - 11:45 4 11 18 25 32

11:45 - 12:30 3 12 18 24 a3

12:30 - 0115 8 13 20 27 4

Table (3.3} results total periods per a week
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The school timetable is alfected by many parameters and must satisty a large number of

requirgments. This requirement is known as hard and seft constraints.

1. Hard constrainis

» No subject can be assigned to two different classes at the same time,

All lessons must be scheduied.

+ In addition to the above constraints good timetables salisty as many of the

following Solt constraints,

2. Soft constrants

Each subject should not be consceutive periods in each day.

+ Some subjects are to be held early in the moming.
» The number of periods per day for each subject should not exceed 1wo periods.
+ [esson continuity (students and teachers don’t like timetables with gaps).

« A breakfast break must be scheduled (30 minutes) between (10:00 - 11:00)

3. Constraint data

It includes the hard constraints data used to test each hard constraint (nformaotion abou

teachers and their subjects and classes).
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4. Clash problem

Class clash problem will happen when a 1eacher is assigned (o more than one class at the
same time and teacher clash problem will happen when more than one teacher is

scheduled to teach the same class at the same time slotL,

In our system the teacher and the subject are relied with gach other, so a class clash can
be occurred when a subject is assigned to more than one class in the same time slot.
Tables { 3.4) and (3.5} show an example case where the class| . class? and class$ are
clashed because these classes have  the same subjecl al the same time this means that
teacher ¢lash will happen too , because the teacher and the subject are related with each

olher .

subject no teacher name subject name | periods per week
1 Salem,shda Asl 3
2 Hammed, salman Eng K
3 Mhfoth , same Argh 3
q Aldrsae | mohna Math 4
5 Azeet, sdeel Chm 3
8 Mhdee , soad Phy 4
7 Alsnose | kaled Comp 3
g Salah , hnan Dirwr 3
g Moftah Pl 2
10 Ali Bl 2

Table (3.4) relationship between subjeet and teacher



Class classi class? Class3 Classd Class5

Class1

Clazs2

Clzgel

Classd

Clagsh

Table (3.5 Cluss clash problem

5. Parameters in representations

In this study the Libvan secondarny school time tabling problem is considered school
imetabling problem is a problem of assigning wachers. students. classes, time slot and
raenns. In our problem we don't consider  teachers, sludenis and rooms because they are
fixed by the school management. Our problem now is minimized 1o assign subjects to

cerlain ¢losses and time slots.

3.2.2 The algorithm

Recently GA is used to solve complex real-world problem. There are vartamis of
techniques can be used to meet fast implementations. The algorithm used in our system

is the simple GA wall be discussed in this chapuer.

L. Genetic ulgorithm steps:

Below, the steps of GA used in the evaluation:

Stepl: Initialize the first population randomly; either randomly creates the first

population using Random-Function, or read the first population from (secondary storage)
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Stepl: Use the Repair-Function te make all infeasible chromosomes (timetables) feasible

according to the thard constrainis).

sepds Use the Funess-Function to determine the titness of cach chromosome in the

population,

Stepd: Use the random seleclion schema to select the parents

Stepd: Choose one of the crossover schemes fome-point, multi point) 10 combine the

chosen parents to produce new individuals foffspring) 1o the new population,

Stepd: Repeat the crossover of parents until whole the population has been formed.

Step7 use lhe random mutation to alter the genes in the new individuals. Repeat the

mutating of the mdividual until whole the population has been mutated {rew generarion}.

Srepd: Replace the current generation with the new one,

Step$ Return o "2" and repeal untit the end of generatian number 1o obtain the optimal

or near optunal solutton (high best fitness).

2. Mathematical model

In our problem teacher is assipned to teach one subject (o dilferent groups for each
school phase (level) , so the neeessary parameters and data sets needed for the problem’s

model definition are the following:

« 5 isthe set of subjects.

* {7 isthe sct of proups,
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» I} is the set of days in the timetable,
* H isthe set ot teaching hours,
* L isthe set of lessons,

* subjects _ group _Hour_Day|s]{g][h][d] is defining if subject s is assigned to

time slols group g at hour h in dav d.

* group _Lesson_Hour_Day{g][1][h][d] is defining if a1 group g lesson | is taught at
hour b in day d. IF group _Lesson_ Hour_Day[g|[1[|h])[d} equals | this means that
group g 15 taught lesson | at hour h in day d, otherwise if group _
Lesson_Hour_Dax{g][l]|h]ld] equals D this means that group g is taught no lessan

(empty period) at hour h in day d.
* subjects _Total_Hours[s] is the total hours assigned to subjects s €S

* group _Total_Hours[g| is the total hours assigned to group g € G.

Except for that. the [ollowing costs are defined:

* cost]l: The empty periods of group (thev must be as few as possibie).

* cost2: The periods of cach  subject not uniformly distributed {they should be

uniformly distributed).

S0. the mathematical model of the problem can be expressed as {ollows:

min{cost]l = cosi2) ¥s €5, p €G. 1El.heH. d ED

under the following constraints:
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l. ¥ sES.gi.g€G, hihj€eH. di,djeD.¢ (subject_group Hour Day[s){gi |[hi]

[di]subject_group _Hour_ Dayls][g 1[hj )Idj ]) such that gi # gj and hi = hj and di = dj.

29 g€G, i, €L, hi, hj € H, di, dj € D¢ (group _Lesson_our Day[g][1i I[hi i{di 1.

group _Lesson_Hour_ Day|g](lj 1[h ]{dj ]) such that li # 1j and hi = kj and di = d;.

3. ¥s €58, subject _Total_lours[s] = subject _Hours[s], where subject Hours[s] is the

lotal hours for cach subject according to law.

4. ¥g € G, group _Total_) ours|g] = group _Hours|g|. where group _Hours[g] is the total

hours for each group .

5.vg€ G, leL.heH. deDg¢ group Lesson_Hour_Day[g]{l][h](d] = O such that h

is not the last teaching hour of a day.

0.V si.s) €S, gl g € G, hi, hj € .di. dj e D, ¢ subject _ group _ Hour _Day [si ][ui
JIhi] {di] . subject _ group _ Hour_Dav[sj 1{gi ][hj ][dj ] such that gi = g; ared hi = hj and

di = dj and subjects si and sj are not assigned at the same period to group gi = gj -

3. Chromosome encoding

lBefore using a GA 1o solve Lhe timetable problem a chromosome representation must be
given. School timetabling is a process of assigming teacher. student, classes time and
rooms. Encoding the chromesome have a great impact on the efticiency performance of

the GA.
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in our problem (Libyan Secondary School Timetabling) student and classes are prefixed,
s0 they are not included directly into the representation. The problem now is limited in a

singing subject to certain clusses and period (time slot). Our weekly timetable problem

flifvan Secondury School Timewhfing s 5 days cach day is divided into & time slogs,

cach peried is 45 minutes, resulling in a 1otal of 30 periods a week numbered from 0-29,

Day Day 1 N Day
Meriod
Pl P2 | ... P7 Pl s P
Rroups

Group 1.1 Subject

Table (3.6) chromosome representation

The school timetable shown in table (3.6) is represented as a matrix of i x } Where: |
(rows) represent groups, j (columns ) represent periods (time slots), n the number of
days in 2 week and m: number of periods in one day. Table (3.7} shows real example of
chromosome representing . Each chromosome represented as a matrix of G x P size.
where G represents Groups (G, G2 ....Gn) and P represents timeslots (P1, P2... P&).
The intersection point of (¢, ' represents subjeets (lesson and whether this lesson lab ar

nal).
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This means that il the weekly timetable is divided into five days and each day can have at

most six time slots per class (Lilnan Secondary School Timetabling ) the number of

cclls of the array equals 30. In every cell a number is stored, representing a subject

assigned to specific class at specific time peried. This chromoseme encoding is shown in

Table (3.7). The position of cach cell shows implicitly to which class and time period

each subject is assigned,

Day Sunduy Monday Thursday
period
ML PR2Pr3 s Pre| Pl P2 FI | P2 | P3| P4 | P5| PG
Groups
Groups 1.1 & 9 3 3 4 2 7 7 o 1| 4 |
5 10 3 B 10 ( 4 7 3

Groups 1.2 3 7 6 6

Groups m

Table (5.7) shows real example of chromosome representing
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Figure 3.1 the real example of chromosome representing secondary school timetable. In
this study chromoseme, for example subject 7 is repeated 3 times (3 periods per a week

for each group) can be taught by one or more than one 1eacher without clashing.

Su Rda',r Mul}eav Tue% ay Wednesday Thursday
s N7 \N4 Y A

5
G PLP2P3IP4 PS5 PGPL P2P3 PAPSPE PLP2P3IP4PSPEPI P2 P3 NPSPR El P2 P3 PAPSPH
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4 3| 3| 2| | 3) 2] 5} | »] al 2} 0] 2] #] o] s} #) ) 8] 5 ] ] ] 2] 0] o 2 2] o] =

e

Figure 3.1 shows real example of chromosome representing secondary school timetable

4, Constraints

As mentioned before timetable must be scheduled in a way that suits vonsteaints (soft and
hard constraims}. These constraints are the fundamental base for the fitness-function,
which is the GA most critical operalor and il has to be defined before the GA can stan

¢valuation. Therefore, the constraints need to be defined and represcnted.
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4.1 Hard constraints

The bhard constraints are constrainis that cannot be violated in any timelahle frheir

vivlarion renders the timetable infeasible).,

4.2 Soft constraints

The solt conslraints are constraints which may be violated, but, any violation must he
minimized {the high vielutions turns the solution to be nor-optimal but feasible). A
questionnaire has been made in order to come out with the expectation and preferences
for both teachers and siudents in the secondary school. The expectations and preferences
are provided in tables 3.8 and 3.9 the information in both figures is considered as the soft
constraints. It reflects the opinions ol the majority of the students and weachers who have
answered the timetable questionnaire, Euch question has a value {the valus reflacts the

degrea of preference {- 5) strongly dislike , while (5} strongly fike )

4.3 Expectations and Preferences for the Students

The students prefer the follows:

*  Some lessons are to be held early in the moming.

= [esson continuity (students  don’t like thactables with gups between lessans),
¢ A breakfast break must be scheduled (30 minutes)

¢ Number of subjects they prefer in one day is between 6 to 7 subjects

* To have more subjects on some days, in order to have a day without subjects

The practical subjects (periods) after the break time

For some. wish to have all their subjects to be scheduled in consecutive perieds
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The next table provides the preferences of subject’s time according to the majority of the
student. The value reflects the degree of preference ( the mean value of the students

ANSWETS ).

time (800 08:45 0534 115 11:00 11:45 12:30
day (8:45 (39:30 115 11.00 §1:45 122300 | 0115
SUN 3 5 5 -2 5 4 3
MON 3 5 5 -2 3 4 4
TUE 3 5 5 -2 3 4 3
WED 3 5 5 2 4 3 2
THU 3 4 3 -2 3 2 2

Tuble {3.8) Students Expectation and Preferences for the Timelable

4.4 Expectations and Preferences for teachers

The 1eachers prefer the fellows:

To have more lessons on some days, in order to have a dav without lessons.
Lesson continuity (teachers don’t like timetables wilh gaps between lessons),
Lineh teacher should have consceutive periods in each day.

Some lessons are to be held early in the moming.

The number of eaching hours per day for cach teacher should not exeeed four periods.

A breakfast break must be scheduled {30 minutes) between {(10:00 - 11:00)

The next table provides the preferences of subject time made by the majority of the
wacher. 'The value reflects the degree of preference ( the mean value of the teachers

answers ).,
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timme | 08:00 | 08:45 | 09:30 | 16:15 | LE:00 | 1145 12:30
day O8:45 | 0930 | 10:5 | 1100 | 1145 | 12:30 01:15
SUN 2 4 5 5 5 4 3
MON 2 4 5 5 5 4 3
TUE 2 4 5 5 5 4 2
WED 2 4 5 5 3 2 2
THU 2 4 5 5 5 -4 -1

Table (3.9) teachers Expectation and Preferences for the Timetable

4.5 Consiraints satisfaction

Different instances of timelables are distinguished by the degree of constrainis
satisfaction, which typically make many {or even all) of the szme possible timetables

poor or unacceptable.

5. The repair-function

For preducing (resulting) chromosomes (timetables) to be valid they have to be repaired.
The Repair-Function is meant to make the infeasible timetable {casible according to the
imposed constraints. Repairing chromosomes consists of the chunging of gene values to
valid values closest to the ariginal ones. This is done by st linding the free positions
(pasitions unoccupied by other subfects or classes) common 1o the timetable of both the
class and the teacher teaching uncertain subject. The free position closest to the original
gene value is then chosen and removed from the list of free positions cf the class and the

teacher [5).
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The Repair-Function used 1s meam 1o ensure thal all the constraints (hard consiraings)

were satislied.
6. Evaluation

Adter creating the random population, cach chromosome evaluated individually based an
(he set of solt constraints. Lach constraint must given g value a according o its property
{influence) in the school timetahle; the hipher penalty value is assigned for the most
unwanted violations. The evaluation process is done by evaluation funetion {finess-

function), which calculates the fitness value of the chromosome.
6.1 The fitness-function

The moest important component of any GAs is the fitness [unction. It used for determining
(he value of cach chromaseme and allowing us to distinguish between good and bad

anes, and in this way leading the OA to better solution.

Each chromosome must be evaluated using the imposed constraints, to determine which
chromosome is better than others. The chromosome with the greater value represents the

betier a solution. In this study the used fitness funclions to evaluated one chromosome is :

F =3 R - b, e (1)

i=1

Whiry
I fitness function to represent the value of each chromoesame.
™ the number of constraints.

Re: rewards for met soft constraint.
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Pc: penalties for violations of soft constraints
1. How to calculate (R )

Fach soft constrain has value where this valug represent how important this constrain 1o
be in the chromosome. This value can be puositive for constrains that are reguired to be in
the chromasome . To caleulate (R (- ) we use the following formula,

AN
Re = Z f Crza* Ry} - 2)

=1

v, the value of constraint required and accomplished ( rewards )

R v; number the repetition of the subject in the chromosome (tirmetable) and which
realize the required constrain. Table {3.10 ) itlustrates  how 10 caleulate (R ) for

difforent soft constraing .

Ryi Cui Rei=( Cyi* Ryi)
1 40 60 2400
2 19 50 950
3 25 40 1 OCK}
4 3 40 200
5 1 50 50
Rc = 4600

Table (3.10 ) illustrates how to calculate {Re )
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1

Z (Re ) = 4600

=1

To calculate (P o) we use the following formula,
Pe = (Cy*Ry) 9

Cy, the value of constraint not required , but  accomplished { penaities )

Ry;  number the repetition of the subject in the chromosome (timetable) and which

realize the not required constrain,

Table (3.11 )illustrates how to caleulaie (Pe ) for one soft constraint

.i ':VJ R‘-’_i ( C""J* R“-’j)

I - 40 4 -160

Ciz= - 40 ( the negative sign means penalties for the not required constrain  in the

chromosome).
Ry=4{ the number of repetition for the not required constrain  in the chremosome}

P = -160 { negalive sign mcans penalty |, so when calculate the titness function

{lormula (1) )} use the absolute value of Pc ).

In this case the litness [unction (formuala (13 ) for the chromesome  one

IF = 4600 - 160 = 4440
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Table { 3.12 ) shows differem fiiness values for the chromosomes . where the greater

value represents Lhe better solution ( school timetable )

population sizc Re Pc F ( fitness funciion )
1 <4600 160 410
2 3500 250 3250
3 3300 200 5100
39 000 300 3700
40 8000 |40 4660}

Table [ 3,12 ) shows different fitness values for the chromosomes

L} - -

7. Selection

The essential operation to GA is sclecting the parents from the population. In general
there is no hard and fast rule regarding the cheice of selection scheme, Ac¢cording 10
Darwin's evolution theory the best ones should survive and creale new offspring [4}, In
this study random selection is used in which a certain number of the fittest chremosomes
are retained in the next peneration while replacing the rest with the offspring. The
random selection used in this system is generating randomly a number between | and
total population size, this operation is preformed two times; for selecting parent! and

parent2 numbwers.
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§. Crossover

The primary genetic operator is considered to be the crossover. The crossover operator
generally will combine genes from two parents to produce a child chromosome without
any changes to the values of those genes {does not create new genes but, combines the
existing genes to form new individuals). There are three significant crossover schemes

commonly used {one point, two points and multi point crossover).

1. One-point crossover

One-point crossover in its standard form is the simplest form of crossover [29]. Crossover
point is randomly chosen to occur somewhere in the chromosome. All the genetic
material from before the crossover point is taken from one parent, and all the material

afier the crossover point is taken from the other. As shown in Figure (3.2)

P&T Offsprings
:mmmm{h} h “’me ChromosemalA) K
BT ENE () _
S
Groupé ([0 |0 | 0 e [ o [ o | o o

I P | 2 [ |

N
It L

R

O | O O 0 [ | 9 [y {

LW R
-IIIIIIIIII

nmiLamnnma ;i n
chromosams(S) New chromosoma(B)

Figure (3.2) One point crossover process
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2. Two —point crossover
Two — point crossover process can be performed with two points chosen on the parent

chromosomes at random and the segments between them exchanged [29]. As shown in

Figure (3.3},

chramogomaiA) New chromosome{A}

I T
llllll][ll"l-

] I 0
I‘ll‘ll‘l[‘ll‘ll‘lrll‘lr‘ll“‘

chromosome(A} New chromesome(B)

Figure (3.3) Two point crossover process



3. Multi point crossover

In this study a multi crossover points are been developed, in which each group is
represented as a layer and groups in one year represent a chromosome . The mulii point's
crossover is achieved by choosing a single cross over point for each layer, where the head
of layer| from pareml is jointed by the tail of layerl from parent2 to produce offspring
layer1 and this scheme is preformed for all layers. Each layer has its own cross point as

shawn in the Figure (3.4).

The inspiration of this scheme comes from the reality where each group weekly timetable

is not depended on other groups considering subjects clashes,

Parects Offigring's
" chromosomaA) - T New crromosome (&)
| ]; HUH Ihl:il u n I _“Hl:
(] DDC]I: 1!
JDDDE- Wi u
e -'i-ii-'h e mm
Wi umi o (o o (o o O TN
ooty [
T T
Geopat HL---‘E.

i ——
G nnmmunamn;{

Periods New chromosome (B)

Figure {(3.4) Multi point crossover process
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9. Mutation

Mutsation takes place after the crossover is performed. The mutatton should be random,
and yet it must not assign any time slot not allowed for that particular class. This is
solved by first reading in all the allowable time slots for each class and mapping the

random gene to the length of that array and then assigning the content to the selected

random gene as shown in the Figure (3.5} .

Before mutation

A fer mutation

Figure (3.5) mutation (selected random gene)}

Mutation, like crossover, must ensure that a timetable still satisfies hard constraints after
its action. [t cannot shift any subject to another period at random, since this may cause a

conflict berween the moved subjects.

10. Population size

The first step into initializing an entire population of chromosomes is the determination
of the population size, which depends on the techniques used and the problem. [n this

study different population sizes have been evaluated and tested.
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CHAPTER 4: SYSTEM DESIGN

4.1 Introduction

In this chapier we will demonstrate the design of Libyan School Fimetable using GA
system (LSTIGA). (UML) is 2 Language for specifving . visualizing, constructing. and

documenting the artifacts of software systems

4. 2 Design of LSTT_GA system

The system Libvan school timetible using GA system (LSTT_(74) consist of two parts
The first part is initial population and evaluate fitness |, the second part is reproduction |
The reproduction include three modules (selection (crossover , mutation} these modules
can excculed jointly for GA system. The user will have to provide informalion about
teachers, subjects. lab room and year of study. And as mentioned in the first chapter,

students and ¢lassrooms will be pretixed all the time.

In the development of our system we have adopted a graphical notation known as
Unitied Modeling Language the (UML) is a  Language for specilving , visualizing,
constructing, and documenting the anilacts of software systems [10, 15). The UAML
divided into two general sets: structural and behavioral diagrams. Structure diagrams:
show the static structure of the objects in a system. Behavior diagrams: depict the
behavioral features of a system or business process. In our system is described below into

three types of UMY, diagrams namely:
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«  Lise Case Diagram.
«  (lass diagram,

»  Scquence Diagram.

1. The Use Case diagram

The use case diagram is used to identify the primary elements and processes that form the
system, The Use case diagram of our system (LSTT_GA SYSTEM) is described in

figure (4.6,

LSTT_GA SYSTEM

Create inilial
population

CIEMETAlE New
popu_GA

Figure {4.1) The Use case diagram
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1.1 Data cntry

The user has to supply the syslem with the required data which are the inputs freacher
data, subject data and classes dataj. )f these data where stored the user has to specify the

name and the location of the database.

Outputs

The system generates the data and transfers it to a suitable form,

1.2 Create initial population

Inputs
The user supplics the system with the inittal papulation according to specific conditions if

these population where stored 1he user has to specify the name and the location of the

database,

Qutputs

The system has 1o give the first timetable according w the specilicd condition.

1.3 Generate New Population_GA

If the first timewable was not acceptable the user has to supply the svstem with the new

population and if the population was stored the user has te specify the name and the

lcation of the database.

Qutputs

The outputs will be a (near) optimal timetable.
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2. The Class diagram

A Class diagram gives an overview of a system by showing its classes and the
relationships among them. Class diagrams are (static) they display what interacts but not
what happuens when they do interact. All the classes contain two common methods: i) the
deconstructor method that call the Finalize or dispose class, It is used to dissolve an
unneeded object. The unmeeded object, in turn, takes up memory space and slows down
the process: and if) the constructor method which call the New or InitializeComponent
class. It initializes the objects parameters when it is created. Figures 4.7 and 4.8 depict the

class diagrams of our system contaiming the following classes:

Crossover Class: [t has the necessary methods to apply the crossover. The methods of

this class are as follows:

« (ne_Point : to call following methods
« FS_Onc_Point, 55_One_Point and TS_One_Point: these methods used for
ong point crossover on the first, second and third secondary yeur.
+  Mult_Point : to call the following methods
e Is_Mult_Peint, 85_Mult_Point and TS _Mult_Peint: These methods used
for multi point crossover on the first, second and third secondary vear.
» Randomize: to generate randomly between ane and the maximurn number of
periods per a day.
Generate_lInitial_Pobulation Class: It has the necessary mcthods 10 generate the
initial population, The methods of this class are as follows:
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+ intizl_pop : this method is used to generaic the initial population for the
chromoseme ( first , second and third secondary year )

« fill_subjects : it is a method for getring the data subject

Soft_Cunstrains Class: this class deals with the data entry of the solt constraints.
The methods af the Sofi_Constrains class are as lollows;

+ Early_Slots_Save, late_slots_save, Not_Same_Slots_Save,
Same_Slots_Save, Not_Serial_Slots_Save , Serial_Slots_Save : these
methods used 10 store the data entry (early . late | not same . same . not serial
and the serial ) stots { or subject ) Tor the soft constraints .

+ update_constrain : it is 2 method used to update the soft constraint values

« DEL_subj : this method used to delete the soft constraint values

Evaluate Class: It has the necessary methods dealing with evaluation.  The methods
ol this class are as {illows:

= eval_offspring: it is a method for evafuating the offspring,

« CTime ., NoCTime , early_subjects . Late subjects . Same Slots,
Scrial_Slots . NOSame_Stots  and NOScrinl_Slots :these methods used for
cvaluating the soft constrainis { same time , no same time | early | late | same ,
serial , not same and no seriat ) slots or subject .

MuinWindow Class: It has several methods to wtilize the buttons (hat are used in the
system.  The methods of this class are as follows:

« draw_genes: itis g method to draw the timetable on the mainwindows form.
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» intiial_pob : this method is used to generale the initial population for the
chromosome { first , sceond and third secondary year )

« Last_Table, Next_Table and Previous _Table: this method is applied for
showing the last, next or the pervious timelable on the mainwindews form.

« Load_Timctabhle and Save_Timetable: they are the main methods for
reading and writing the timetable from / to the database file.

+ Select_school: this method used for selecting a school.

«  Showtable: this method used for showing the current table.

Selection Class: This class is used to select the parent from the population. [t contains
the following methods:

« FirstSelection, SecandSelection and ‘ThirdSelection: these methods are
applicd for selecting the parent for the lirst, sccond and the third secondary
year,

Schoels Class: [t has the necessary methods (o deal with  data entry of the school.
The methods of this class are as follows:

«  Delete_Click, Edit_Click, Find_Click and Save Click: these methods for

deleting. ediling, finding and saving the school data.
fill_schoals: this method for reading the stored school data
Subjects Class: It has the necessary methods to deal wilh data entry of subject. The
methods of this ¢lass are as follows:

New_Click, Delete_Click, Edit_Click, Find_Click and Save Click : these

methods for adding .deleting , editing , finding and saving the subject dats .
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» fill_subjeets : this method for reading the stored subject data

+ load_schools : this method for reading the school data
Optimum_value Class: It has the necessary methods to get the optimal value for each
chromosome. The methods of this class are as follows:

« [Il_s_name: this method used for genting the soft constraint

» find_suhj_repeat: this method is applied for getting the subject and its

nmunber of periods in a week,

+ Load_optimum_value: this method used for loading the optimal value.
Modulel Class: It the main cniry point for the application. Its one necessary method
is specified below:

»  MAIN: it is a method for iminating and creating the connection with the

database file.
Decision Class: it has the necessary methods to decide wherever the offspring is
acccpled or rejected. It contains one main methoed.

v decision_offspring; this method is applicd to retum accept or reject value

depending on the oplimal value of the offspring's.
Teachers Class: It has the necessary methads to deal with data entry of the teacher.
The methods of this class are as follows:
New_Click, Delete_Click, Edit_Click, Find_Click and Save Click: these
methods for adding, deleting, editing, finding and saving the 1eacher data.
» fill_teachers ; this method for reading the stored 1eacher data

+ load_schools : this method for reading the school data
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RepairFunction Class: 1t has the necessary and important method which is :-
repair_offspring: it is a method for repairing the offspring or parent depending on the
hard constraints
Mutation Class: [t has the necessary methods to deal with gene of the chromosome.
The method of this class is as follews

» Gens_replacement: il replaces the genme with another one in same the

chromosome (timetablc).

CachedCrystalReportl Class: It has the necessary methods to create report . The
method of this class is as follows;

»  CreateReport : this method is used Lo create the current timetable repont
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3. The Sequence diagrams
Sequence diagrams: are structured representations of behavior as a series of sequential
steps over time. They are used 1o depict work flow, message passing and how elements in

general cooperale aver time to achicve a result
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4.3 Initialization

The input data of the system fsubjvct database, teacher database) most be entered to
make a timetable that satisfics the hard constraints and without clashes and then map it to
formatted chromosome to specific period to specifie class. The initialization algorithms

arc as Tollows:

For each chromosome in the population and for each class assign a suhject which refers
lo a specified teacher without causing a violation to the hard constraint to the period
figure 4.12 shows the result of initialization. It represent one day with 6 periods for 6

classcs. The user decides the number of gencrations.

Davl Day? Day3 Day+4 Day 5

: IIHHIﬂﬂlﬂﬂﬂﬂﬂﬂlﬂﬂlﬂlﬂﬂﬂlEIEEI

Figure (4.7 resuit of initializaton chromosome
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Table (4.5) shows the relationship between subjects and classes. Table (4.6) shows the

relationship between teachers, subjects and classes.

class subjects lolal periods
1/1 Math | Eng | Arab | Asl 30
143 30
144 30
1/5 30
1/5 10
180

Table (4.1) the relationship between subjects and classes

subject-no teacher subject class
1 Sitlem, shia Asl UL 12,183,144, L5146
2 Hammed, salme Eng
3 mofiah, same Arab

Table (4.2 relationship between teachers. subjects and classes
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4.4 Calculating the clashes

The main objective of this procedure it 1o calculate the clashes among the subjects as

follows:
I. Read cach gene (subject) on each raw on the timetable.

2, Compare read gene with others on the same column. Place that gene if there is no

identical onc.

If s, try with next gene.

La2

4. Repeat it until the timetable is full and usable,
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CHAPTER 5: IMPLEMENTATION

3.1 Genetie Algorithm Modules

The operators used to implement the simple GA in this project are (selection, crossover
and mutation) have been described in details in previous chapters. In this study we chose

the random selection, one point crossover, mulli point crassover and random mutation.

1. Selection Module

1.1 Random selection

Random sclection is used in which a certain number of the fintest chromosomes are
retaincd in the next generation while replacing the rest with the offspring. In this
system randem selection is used for generating randomly a number between 1 and
lotal population sise, this operation is prefirmed two times; for selecting parent! and
parentd numbers. The following pseudo code represents random selection alporithm.

Show ligure (5.1).

1- Set i=0 fwhere | is number of random generate)

2- Randomly generate anumber X > 1 and X <= populaticn size

3- Increase i

4- Sign x as parent (i} number

Figure (5.1): random selection algarithm
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2, Crossover Module

2 .1 One Point Crossover

As mentioned earlier in chapter three, two chromosomes are chosen randomly. In one
point crossover operator implementation, swap the first pant of the first chromosome
with the last pant of the second chromosome and vice versa, The following pseudo

code represents one point crossover algorithm sees figure (5.2),

* Determine ane randem point 10 be chosen for cross over N < pumber of
gens (chromosome lenpth}.

» For the first point until N Choose genes from parent |

« For N0 last gene cheose genes from parent?,

* Suap the gene between parents.

Figure (5.2): One Point Crossover Algorithm
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2.2 Multi point crossover

Each layer has a single <ross peint . the same point is used to produce the offspring
layer The following pseudo code represents multi point crossover algorithm see

tigure (5.3} .

I, Counter =0

2. Caleulate number of layers L

3. Randomly gencrate 8 number N >0 and N < laver length (total number
of period each week for one group)

4, For the first peint until N Choose genes from parem 1

3. For N 1o last gene choose gertes from parent?.

6. Swap the gene between parents.

7. Counter +=|

8. While not counter < [. go 10 step 3

Figure (5.3} multi point crossover algorithm
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3. Muation Muadule

In the mutation operator, the gene representing subject is replaced randomly by another
gene if the predefined probability rale is passed in the given chremosome. The following

pseudo code 15 the mutation algorithm see figure (5.4).

Muiation

»  Choose two genes randomly.
»  Swap gene values

=  Cheek layer tor feasibility if nol go to step 1

Figure: 5.4 Random mutation algorithms
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3.2 User intferfacc

1. School information interface

Figure {5.5) interface 15 used to enter the School information,
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.
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e
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Figure (5.5} School information interface
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2. constrains value interface

Figure (3.6) interface is used to enter the constrains value .

Elll constrannts value

Early 5065 | ip wots | e Sk | Mot Sarrm Bioms | Sariat Sines | e el 51 |

s an Wale

SUBECT MM . | ID P

Figure (5.6) shows the form that the user can change the constrains value through.

3. Subjccts information interface

Figure 5.7 interface is vsed (o enter the Subjects information.

KRR Lkt episaito

T8 JE L A Y L. . o I’ -

Hidi e 1 T
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BRI OF Ll K P Ve I
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i ] S l Frut I Lowph by I [ = | e I

P A T T I Y T

-
v

Figure {5.7) Subjects information interface
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4. Main interfuce

Figure 5.8 is main interface which is used for running the system.
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Figure (5.8) Main imerlace

5. Selection inderface

Figure {5.9) is selection interface shows how the selection oceurs,
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igure (5.10) shows an example valuation values intertace,

6. Evaluation valucs interface
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Figure (5.10) Evalu

Figure {5.11) Weekly timetable Repont for ane group inmerface

Por o AN K-

Figure (5.11) shows an example of the weekly time table report for one group obtained from the

SVETEm.

-

5.3 Weekly timetable Report



CHAPTER 6: EXPERIMENTS AND RESULTS

6.1 Introduction

The chapter present the experimental results obtained from using GAs 10 solve a real life
Libyan secondary school timetable problem. The operators and the parameters used in the
experiments were ane point, multi points crossover, mutation, random selection technigue

and population size with different gencration number.

6.2 System Requirement and Program language

The expenment was tested on a computer with the foliowing specifications:

Q5 Microsoft Windows XP Professional
Version 3.1.2600 Service Pack 2.5.1.2600
Processor 1.8 GHz Pentium 4

RAM 512.00 MB3

The Visual Basic.Net is used to develop the system with Microsofl access [ 18, 19].
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6.3 Evaluation Strategy

A compatison between the operators and differemt parameters were carried te obtain the
optimal or near optimal solution different operalors produces different solutions, the best

solution is the selutions with higher fitness valoe,

6.4 Problem description

The problem can be described as follows;

There is no difference benveen class room size, 50 the class rooms is fixed for each

groups

s  Number of subjects (10) For the first year, lor each subject there is differem

nurther of periods in a week,
s MNumber ol teacher (18)
+ Tatal Number of perieds (30) per weck and

o Pach tcacher is related to the subject in many groups.
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Table (6.1) shows total periods per week and subjecis used in the experimental

subject no subject name periods per week
1 Asl a
2 EnG 3
3 Arab 3
4 Malh 4
5 Chm 3
6 Phy 4
7 Comp 3
B Drw a
9 Pol 2
10 Ml 2
total periods per weak 30

6.5 Experiments

Real data is used with these experiments (see Table (4.5), Table {(4.6) and Table (6.1)).
The final result the weekly school timetable obtained  (sce Figure (6.7) ) . The
experiments focus on the best filness that could be obtained with fixed pepulation size
and different generation iterations. The result of implementing this experiment will be
represented by curves, Each curve has two axes X and Y ( X represents fitness values and

Y represents gencration iterations ) .

The experiments are tested with total number of periods (30) per week , {18) teachers
and number of subjects {10} for the first secondary vear. Events are lessons, labs and

groups. Events are based on data collected from some different Libva  secondarv
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schools. The penalty function and set of constraints are defined in Chapter 4. All the
chromosomes passed lo GA are feasible solution all the time. The user determines the
number of chromosomes that needs to be initialized. These chromosomes are members
of first yeneration. These chromosomes will be saved by the system ( see Figure (5.8) )
Then these members witl be used 10 produce a child for the next generation. User can
choose the population size | type of crossover { one or multi crossover point) and the
number of generations . which will be 26, 40, 65 and 100 in this experiment to find out
in what generation the fittest chromosome can be obtained. After generating the required
numbers, the system will choose the filtest member among members of generations

{see FFigure (5.10) } . The output is the weekly school timetable. (sce Figure (6.7) .

6.6 Evaluation resulis

All parameters and operators were evaluated with respect to each other.

6.7 Population size

Diffcrent population size were evaluated (50,100, 200 and 300) using multi points
crossover ., mndom mutation .the number of generation was (40) for each run the result is
shown in table {6.2) and figure (6.1} . The result shows that the large population size
doesn’t have large influence on the fitness value, but it requires more time to reach the
best value. The figure (6.1) shows that in case of populatien size (50) the best fitness
value was lower than best fitness of population size {100} but bigger than the fitness

value of the population size 200 and 300 and this is referred for using random selection.
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. - .
inital Gen Bratjgr; ) cmssnvér finess valve

populabian best avr
50 40 multi point 3590 3143
100 40 muli point 4160 3704
200 40 mutti poini 3750 3138
500 40 multi point 3880 3141

Table (6.2} the best fitness of population size {50,100,200,500) and generation 40

AE00

4160

4200

3890
38R0

E L B
3750
m best

Bavr

3 -

3000 =

a0 100 200 500

Figure (6.1) best finess of population size {50,100,200,500) and generation 40

6.8 Crossover

The experiment was carried on two type of crossover schemes (one point crossover and
multi paints) in order 1o lind their influence on the resulls (best sotulion) the results arc

provided below,

6.9 Best solution

The twe types of crossover schemes (one point and multi peint) used o produce the best
solution (the largest fitness value) using random mutation schemes. The experiment was

carried for a number of generation (20,40,65 and 104) with fixed population size 100 .
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the following tables ((6.3).(6.4),(6.5),(5.6)) and figures {(6.2),(6.3),(6.4),(5.5)) show the
results obtained and used to compare the ability of the crossover scheme fo produce the
best solution with the same initial population within ¢ach run . The ability to obtain the

best value {the output is the weekly school timetable see Fig (5.11) section 5 chapier 5}

The chart in figure (6.2) shows the best chromosome implemented {the output is the

weekly school timetabie) with (20) generation and population size 100,

4500

4204 2 +

™ -
N0 - - == - -
b5t ot paint s

avr mulu peants

600 +—
—st one point
e i avg one pomit
3300 3 - = - +
300G R L L e

1 2 2 45 6 7 3 9101112131415 161718103220

Figure (6.2) the best chromosome implementation (20 generation, popuiation 100)
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A sample result is shown in table (6.3} of generation 20 and population size 100,

Mutation | o0 Mo multi points Croesover l one point Crossaver
Beast Average Best Avaraga

1 3730 3183 Jra0 Ky} k]
2 4150 irsa 4180 3380
3 4180 ars0 4180 3380
4 4160 3748 4150 3380
= £100 ara7 4180 33B0
g 4100 3748 4180 3380
T 4100 37ar 4180 3380
a 4100 3738 41680 3380
g 4100 3736 416800 3350

Random 10 4100 3743 4160 2360

Mutation ik 4100 3r3a 4180 J360
12 4100 3724 4180 3350
13 4100 a7 4180 4140
14 4200 3734 4180 3370
15 4285 744 41640 370
18 4281 741 4160 3410
17 4282 T3 4160 KEAIH
18 4253 3729 4160 3410
19 4269 Ar2s 4160 3410
20 4295 3723 4160 3410

Table (6.3) the result of one & multi point crossover with generation 20 and population 100

The chart in figure 6.3 shows the best chromosome implemented (the output is the
weekly school timetable) with (40) generation and population size 100.

4800

A5 -

4200

. | wan kWL greapint

EAELT "

avg il i

LT I P R

JEDH

AR v prarmat

3300

El

1 3 5 7 89 1113151719 21 3 25 27 29 31 3% 35 37 37

Figure {6.3) the best chromoseme implementation (40 generation, population 100)
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A sample result is shown in table (6.3) of generation 40 and population size 100.

Mutation | . o wrabon mult points Crssover one paint Crossover
Bast Average Best Average

3 4080 aro a020 ara
]| 4080 656 402 3724
3R 4500 aro 4020 3ne
3 4500 688 a2 37

Rerdorn ™ 4500 aro 4020 36

Mutation s 4500 ars kl=c 'y} KT}
36 4500 aris 3030 3r27
37 4500 754 3030 3730
38 4500 areo 3030 326
39 4500 754 3930 3732
47 4500 754 3030 3740

Table (6.4) the result of one & multi point crossover with genembon 40 and populaton 100

The chart in figure (6.4) shows the best chromosome implemented (the output is the

weekly school timetable) with (65) generation and popuiation size 100.

4500
4200 1-—-—"
3900 Tyt i points
m v Uit paint s
3600 ~ Lest  one point
] dwg One | roint
3300 —J
3000 e P T OTITTTTTTTTTTTTT
1 5 9 131721 2529313741 a549515761 65

Figure (6.4) the best chromosome implementation (65 generation, population 100}
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A sample result is shown in table 6.5 of generation 65 and population size 100.

Mutation
Scheme | Generation No myfti points Crossover one paoini Crossover
| | Best Average best Average
10 4180 3742 4160 3768
11 4160 374 4160 3769
12 4160 3732 4180 | 3761
13 4160 3732 4160 3758
fan 14 4160 3737 I~ <0 3761
Mf_'mx 15 4160 3738 4160 3746
16 4160 3732 4160 3747
17 4330 3738 I <0 3742
18 4330 3706 4100 3744
19 I 330 3707 4100 3752
| T, 4330 3697 4100 3748

Table {6.5) the result of one & multi point crossover with generation 65 and population 100

The chart in figure (6.5) shows the best chromosome implemented {(the output is the

weekly school timetable) with (100) generation and population size 100.

4500

3900 - best multi points

r&w — |T'|U"i|30l.|"lt'5
1500 -

— pont ane poimmt

1300 - —AVE ONT POINt

3000-Lmrnnmmmmmmmmmmm

1 10 19 23 37 46 55 64 731 82 91 100

Figure {6.5) chromosome implementation (100 generation, population 100)



A sample result is shown in table 6.6 of generation 1{({ and population size 100.

Mutation multi pointa m“r | one point Crossover
Scheme | Generatons No Best Average best Average
%0 4340 787 4100 3840
T 4340 el | 4100 3678
92 4340 3787 4100 3660
93 4250 3756 4100 3666
Rendom 84 4290 3775 | 40 3664
Mutation 85 4290 3755 400§ 3657
% 4370 3756 4100 3678
o7 4370 3770 2100 I 3636
98 4370 790 4100 3661
29 4370 3782 4100 3660
100 4370 3782 4100 3644

Table (6.6) the result of ene & multi point crossover with generation 100 and population 10

Figure 6.6 shows the result of comparative between one & multi point crossover with (20,

40, 65 and 100) of population size 100,

5000 SO
4500 A5 1 ————

G o g — 4000

350K} e —— 3500 -

30 3000 -

2500 —Rral 1500 —_— et
200 1000

156 — R P § 5D —_— AT ape
10040 1000

500 500

0 ’ . . 0 T T r
Wm0 B5 100 I 40 B 100

(8)  One paint crossover (b) Multi point crossover

Figure (£.6) result of comparative between one & multi point crossover with
(20, 40, 65 and 100) of population size 100




Table 6.7 shows a sample result of comparative between one & mulli point crossover

with (20, 40}, 65 and 100 of populatian size 100,

Mutation . multi paints Crogssover one point Crossover
Geanarations
Scheme No
Best Avarage best Average

20 42895 3723 4160 T 3410
Random 40 4500 3754 3930 3740
Mutation - |

&85 4300 3738 4100 a742

1040 4370 3763 4100 3713

Table (6.7} the resuh of competilien crossover schemes

The weekly school rimetable abtained from differemt generations (20, 40, 65 and 100) of

population size 100

kAo
CooopR
[ T .

Figure (6.7) the weekly school timetable vbtained from dilferent
generations (20, 40, 65 and 100) ol population size 100
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6.10 Conclusion

This thesis  developed a school timetable system using GA 1o fulfill the  main objective
that is defined in chapter one (objeclive study) this thesis investigates several reterences
related 1o GA and there use in real lite to develop a system which can be applied in the
Libyan secondary school timetable taking in consideration the hard and soft constraints
to solve the weekly school timetable problem. Through the developed system the user can
enter the initial population of school timetable solutions that are feasible (saisfies hard
constrzints) all the time.  The feasible solutions produced by system are passed 1o simple
GA and evaluate each sclution individually 10 make them satisfy to the soft constraints.
The results shows that using multi peint crossover is better than one point crossover and
the size of the population doesn’t have a large effect on the optimal or near optimal

solution .

6.11 Future Work

In this study an adaptive GA is designed. developed and applied to the timetabling
problem of Libyan secondary schools in order to create feasible and efficient timetables.
Simulation results showed that the algorithm is able o construct a valid and very efficient
timetable quickly and easily satisfying the hard and soft constraints, The used algorithm
allows for criteria adaptation. thus producing different timetables for different constraints
prioritics. The used algorithm is designed in order to face the timetabling problem of
Libyan secondary schoels for cach level alone.  We propuse developing this system (o
produce a complete timelable where the teacher teiches different subjects Tor different

levels. Also a recommendation to compare different GA operators to be carried oul.
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