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Abstract

GMRWUA has some sites that are in need to be connected together to operate as one
sysiem, so this requires to design communication network between these sites.

Private network is a communication network which s partially or fully owned and
operated by a private orgamzation, Implementation of private networks has many
advantages such as, guaranteed quality of veice and data services, fixed call charges,
improved security, instantaneous call connection, full control of the network and less

dependent on other networks.

Communication has become a major part of anv process control automation system.
Before one can consider how to implement a communication system, ong¢ has 1o consider
whal i5 the final objective, what 1s the importance of data, what i1s the volume of data to

be transferred and how often the data is required?

In this rescarch a design of an algorithm is carried out. it handles routing of the
calculated digital traffic, that include digitized voice, data and video to some locations as
data between well defined nodes to establish a network of the said nodes . The
algonthm 1s based on the Forward Search Algorithm. Each node 1n the formed network
is assumed to serve number of stations. The algonthm computes the leasi-cost route
between any pair of nodes and to repeat this process until completion of all nodes. The
resulled final configuration is to meet the requirements of minimum cost and sufficient
refiability. Following the results final configuration has been proposed {chosen) for

transmission media. Finally some concluding remarks and recommendations are given.
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Chapter I; introduction
1.1 General

Public and private networks arc based on similar technical principles, but
differ in scale and complexity. Private networks cater for much lighter traffic, but
marc specialized service and Teatures are needed; such as inter-switching signaling
system. where the private branch exchanges (PBXs) in different office buildings
are interconnected by circuits between them more details in [2,3]. The (PBXs} and
other customer apparatus may be owned by a private company, or leased from the
public telecommunication operator (PTO). The wiring in cach office normally
belongs to the private company, the circuits that interconnect the different PBXs in
diffcrent buildings are most leased from the PTO, and some are wholly owned by
the company.

The main issue and most critical part in the network design 1s the backbone
links, which carry the main traffic between the nodes. Problems on this backbene
will affect severely the network performance. The sclection of appropriate
transmission media between different nodes is not an easy process, The nctwork
designers are always confronted with different attractive alternatives. The selection
process depends on a sct of parameters, some of them depend on technology and
media characteristics, and the others depend on sites and physical route and terrain

berween them.
1.2 Mativation

The water distribution of GMRWUA system covers a large arca which
contains several locations (Pumps, imigation Machines, Tanks, and Workshops}.

The problem is how to operate this system efficiently, in case there are defects in
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concept of networking and the properties that define the network architecture, since
there are several topologies. This chapter also, shows the concept of traffic in
communication networks, Chapter four contains inpul dala of the case under study
that are collected from the site and needed to design enterprisc communication
network. Chapter five discnsses the scenarios of communication network design
and critena of sclection to get the optimum design’ for GMRWUA facilities.

Chapter six discusses results and given conclusion of this design.
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Chapter 11: Supervisory Control and Data Acquisition System

2.1 Introduction to SCADA

SCADA systems arc used to monitor and control a plant or equipment in
industries such as telecommunications, water and waste control, energy, oil and pas
refining and fransportation, These systems encompass the transfer of dala berween
a SCADA central host computer and a number of Remote Terminal Units (RTUs)
and‘or Programmable Logic Controllers (FLCs), and the central host and the
operator terminals. A SCADA systemn gathers information (such as where a leak on
a pipeline has occurred), transfers the information back 10 a central site, then alerts
the home station that a leak has occurred, carmying out nccessary analysis and
control, such as determining if the leak is critical, and displaying the information in
a logical and organized fashion. These systems can be relatively simple, such as
onc that monitors environmental conditions of a small office building. or very
complex, such as a system that monitors all activities in a nuclear power plant or
the activity ol a municipal water system. Traditionally, SCADA systems have
made use of the Public Switched Network {PSN) for monitoring purposcs.

Today many systems are monitored using the infrastructure of the corporate Local
Arca Network (LAN) Wide Area Network (WAN). Wireless technologics are now
being widely deployed for purposes of monitoring.

A SCADA system means a system consisting of a number of RTUSs collecting ficld
data transmitted back 1o a master station via a communication system. The master
station displays the acquired data and also allows the operator 10 perform remote
control tasks, as shown tn Fig (2.1).

The accurate and timely data (normally real-time) allows for optimization of the

operation of the plant and process. A further benefit is more efficient, reliable and

6



most importantly, safer operations. All these result in a lower cost of operation

compared 10 carlier non-sutomated systems.
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Figure {2.1) Diagram of a typical SCADA sysiem

2.1.1 Reasons for implementing a SCADA

Obviously, a SCADA systcm’s initjal cost has (o be justified. A few typical
reasons for implementing a SCADA system are:

+ Improved opcration of the plant or process resulting in saving due to
optimization of the system operation,

» Increased productivity of the persannel

« Improved safety of the system due ws better information and improeved contro}

» Proteelion of the plant equipment

» Safe guarding the environment as a result of any possible system fatlure

» Improved cnergy saving due to optimization of the plant



+ Improved and quicker receipt of data so that clients can be invoiced more

quickly and accurately

» Government regulations lor safety and metenng are met.

2.1.2 Components of SCADA

Components of SCADA system are composed of the following:

Field leve! instrumentation and control devices, usually RTUs, or PLCs,
which interface to field sensing devices and local control switchboxes and
valve actuators. The RTU provides an interface 10 the field analog and digital
sjymals situated at cach remote site,

A communication system used to transfer data between field data interface
devices and control units and the computers in the SCADA central host. The
system can be radio, telephone, cable, satellite, or any combination of these,
Specific protocols and error detection philosophics arc used for efficient and
optimum transfer of data.

A central host compuier server or servers (sometimes called a SCADA Center,
master station, or Master Terminal Unit (MTU)). The master station (and
submasters) gather data from the various RTUs and generally provide an
operator interface for display of information and control of the remote sites. In
large telemetry systems, submaster sites gather information from remote sites
and act as a relay back to the control master station,

The commercial data processing department computer system. A collection of
standard andfor custom software [semetimes c¢alled Human Machine [nterface
{(HMTI) saftware or Man Machine Interface (MMI) software] systems used to
provide the SCADA central host and operator ternmnal application, support

the communications system, and monitor and control remotely located field



data interface devices. Specific protocols and crror detection philosophies are

used for efficient and aptimum transfer of data {3]. Figure (2.2) gives an

example of a SCADA system showing the above mentioned components.
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Figure (2.2) SCADA system

2.2 8CADA Architectures

SCADA systems have evolved in parailel with the growth and sophistication of
maodern computing and communication technotogy. The following sections will

provide a description of three generations of SCADA systems:

»  First Generation — Monolithic
s  Second Generation — Distributed

s Third QGeneration — Networked

2.2.1 Monolithic SCADA Syvsiems
When SCADA systems were first developed, the concept of computing in general

i5 centered on “mainframe” systems. Networks were generally non-cxistent, and



cach centralized system stood alone. As a result, SCADA systems were

standalone systems with vinuaily no connectivity to other systems.

WANSs that were implemented to communicate with RTUs were designed with a
single purposc in mind that of communicating with RTUs in the ficld, and
nothing ¢lse. In addition, WAN protocols in use teday were fargely unknown at
the time. The communication protocols in use on SCADA networks were
developed by vendors of RTU equipment and were often proprietary. In addition,
these protocols were generally very “lean”, supporting virtually ne fimctionality
beyond that required scanning and controlling points within the remote device.
Also, it was generally not Teasible to intermingle other types of data (ralfic with
RTU communications on the network. Connectivity to the SCADA master station

itself was very limited by the system vendor.
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Figure (2.3) First Generation SCADA Architecture

Connections to the master typically werc done at the bus level via a proprietary
adapter or controller plugged into the CPU backplane. Redundancy in these first

generation systems was accomplished by the use of two identically cquipped

10



mainframe systems, a primary and a backup, connceted at the bus level. The
standby system’s primary function was 1o monitor the primary and take over
the event of a detected failure. This type of standby operation meant that litile or
no processing was done on the standby system. Figure {2.3) shows a typical first

generation SCADA architecture,

2.2.2 Distributed SCADA Systems

The sccond generation of SCADA systems took advantage of development and
improvement in systcm miniaturization and LAN technology to distribute the
processing across multiple systems. Multiple stations, each with a specific
function, were connected to a LAN and shared information with each other in
real-time. These stations were typically of the mini-computer class, smaller and

less expensive than their first generation processors,

Some of these distributed stations served as communicalions processors,
primarily communicating with field devices such as RTUs. Some served as
operator interfuces, providing the HMI for system operaltors. Still others served as
calculation processors or database scrvers. The distribution of individual SCADA
system functions across multiple systems provided more processing power for the
system as a whole than would have been available in a single processor. The
networks that connect these individual systems were generally based on LAN
protocals and were not capable of reaching beyond the limits of the local

environment,

Some of the LAN protocols that were used were of a proprietary nature, where
the vendor created its own network protocol or version thereof rather than pulling
an existing one off the shelf, This allowed a vendor to optimize its LAN protocol

for real-time traffic, but it limited (or effectively ehminated) the connection of

i



network from other vendors to the SCADA LAN. Figure (2.4) depicts typical
second generation SCADA architecture,

Distribution of system functionality across network-connected systems served not
onlv to increase processing power, but also to improve the redundancy and

reliability of the system as a whole.
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Figure (2.4) Second Generalion SCADA Architecture

Rather than the simple primary/standby failover scheme that was utilized in many
first generation systems, the distributed architecture oflen kept all stations on the
LAN in an online state all of the time. For example, 1f an HMI station were to fail,
another HMI station could be used to operate the system, without waiting for

failover from the primary system te the sccondary.

The WAN used to communicate with devices in the field were largely unchanged
by the development of LAN connectivity between local stations at the SCADA
master. These extemul communicalions netwarks were still limited to RTU

protocols and were not available for other types of network traffic. As was the case



with the first generation of systems, the second generation of SCADA systems was
also limited to hardware, software, and peripheral devices that were provided or at

lcast selected by the vendor.

2.2.3 Networked SCADA Systems

‘I'he third generation of SCADA master station architecture is closely related to that
of the second generation, with the primary differcnce being that of open system
architecture rather than a vendor controlled. proprietary environment. There are
still multiple networked sysiems, sharing master station functions. There are still
RTUs utilizing protocols that are vendor-proprietary. The major improvement in
this generation is that of opening the system architecture, ulilizing open standards
and protocols and making it possible to distribute SCADA functionality across a
WAN and not just a LAN. Open standards climinate a number of the limitations of
previous generations of SCADA systems. The utilization of off-the-shelf syslems
makes it easier for the user to conncct third party peripheral devices (such as

monitors, prinicrs, disk drives, tape drives) to the system and/or the network.

The major improvement in third generation SCADA systems comes {rom the use
of WAN protocols such as the Intemmet Protocol {JP} for communication between
the master station and communications equipment. This allows the portion of the
masler station that is responsible for communications with the field devices to be
separated from the master station “proper” across a WAN. Vendors are now
producing R'TUs that can communicate with the master station using an Ethernet
connection. Figure (2.5) represents a networked SCADA system. Another
advantage brought about by the distribution of SCADA functionality over a WAN

is that of disaster survivability,
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The distribution of SCADA processing across a LAN in second-generation systems
improves reliability, but in the event of a total loss of the facility housing the
SCADA master, the contire system could be lost as well. By distributing the
processing across physically separate locations, it becomes possible to build a
SCADA system that can survive a tolal loss of any one location. For some

organizations that see SCADA as a super-crilical function, this is a real benefit.

2.3 SCADA Protocols.

In a SCADA system, the RTU accepts commands to operate control points, sels
analog oulput levels, and responds to requests. It provides status, analog and
accumulated data to the SCADA master station. The data representations sent are
not identified in any fashion other than by unique addressing. The addressing is
designed to correlate with the SCADA master station database. The RTU has no
knowledge of which unigue parameters it is monitoring in the real world. It simply
monitors certain points and stores the information in a local addressing scheme.
Each prolocel consists of two message sets or pairs. One set forms the master

protocol, containing the valid statements for master station initialion or response,
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and the other set is the RTU protocol, containing the valid statements RTU can
initiate and respond to. In most but not all cases, these pairs can be considered a
poll or request for information or action and a confirming response.

The SCADA protocol between master and RTL forms a viable model for RTU-to-
Intelligent Electronic Device (I1ED) commumcations, In indusiry, there are several
differcnt protocols in use. The most popular are I[ntermational Electrotechnical
Commission {IEC) 60870-5 serics, specifically 1EC 60870-5-101 {commonly
referred to as 101} and Distnbuted Network Prolocol version 3 {(DNP3) [5].

2.3.1 iEC 60870-5-101

It specifics a number of frame formats and services that may be provided at
different laycrs. It is bascd on a three-layer Enhanced Performance Architecture
{EPA) reference model (see Figure 2.6) for efficient implementation within RTUs,
meters, relays, and other 1EDs, Additionally, IEC 60870-5 defines basic
application functionality for a user layer, which is situatcd between the Open
System [ntcreannection {OS1) application layer and the application program. This
user layer adds interoperability for such functions as clock synchronization and file
transfers. The fallowing descriptions provide the basic scope of cach of the five
documents in the hase IEC 60870-5 telecontrol trunsmission protocol specification
set. Standard profiles are necessary for uniform application of the IEC 608705
standards [6]. A profile is a sct of parameters defining the way a device acts. Such
profiles have been and are being created. The 01 profile is desenbed in the

[ollowing details |

« 1EC 60870-5-1 (1990-02) specifies the basic requirements for services to be

provided by the data link and physical layers for telecomirol applications. In
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particular, it specifies standards on coding and synchronizing data frames of

variable and fixed lengths that meet specified data integnty requirements.
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Figure (2.6) : Enhanced Performange Architecture

« IEC 60870-5-1 (1990-02} specifies the basic requirements for scrvices to be
provided by the data link and physical layers for telecontrol applications. In
particular, it specifies standards on coding, farmatting, and synchronizing data
frames of varlable and fixed lengths that meet specified data integrity

requirements.

¢ |EC-60870-5-2 (1992-04} offers a sclection of link transmission procedures using
a control field and optional address field; the address field is optional because some

point-to-point 1opologies do not require either source or destination addressing.

+ IEC 60870-5-3 (1992-09) spocifies rules for structuring application data units in
transnussion frames of telecontrol systems, These rules are presented as generic
standards that may be used to support a great variety of present and future
telecontrol applications. This section of [EC 60870-5 describes the general
structure of 17 application duta and basic rules to specify application data units

without specifying details about information ficlds and their contents.
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« [EC 60870-5-4 (1993-08) provides ntles for defining information data elements
and a common sct of information elements, particularly digital and analog process

vanzbles that arc frequenily used in telecontrol applications.

+ [EC 60870-5-5 (1995-06) defines basic application functions that perform
standard procedures for telecontrol systems, which are procedures that reside
beyond layer 7 (application layer) of the ISC reference model. These utilize
standard services of the application layer. Its specifications serve as basic standards

for application profiles that are then created in detail for specific telecontrol tasks.

2.3.2 DNP3

Protocols define the rules by which devices talk with each other, and DNP3 is a
protocol for {ransmission of data from point A to poimt B using serial
communications. The DNP3 is specifically developed for inter-device
communication involving SCADA RTUs, and provides for both RTU-te-IED and
master-lo-RTU/LED. 1t is based on the threc-layer EPA model contained in the 1EC
60870- 5 standards. with some alterations to meet additional requirements of a
variety of uscrs in the electric utility industry.

DNP3 wus developed with the following goals:

« High dwota integrity. The DNP3 data link layer uses a variation of the 1EC
60870-5-1 (1990-02) frame format FT3. Both data link layer frames and
application layer messages may be transmitted using confirmed service.

« Flexible structure. The DNP3 application layer is object-based, with a structure
that allows a range of implementations while retaining interoperabihity.

« Multiple applications. DNP3 can be used in several modes, including:

- Polled only
- Polled report-by-exception
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- Unsolicited report-by-exception (quicscent mode)

- Mixwre of modes.

[t can also be used with several physical layers, and as a layered protocol is

suitable for operation over local and some wide area networks.

» Minimized overhead. DNP3 was designed for existing wire-pair data links with
operating bit rates as Jow as 1200 bits and attempts to use a minimum of
averhead while retaining flexibility. Sclection of a data reporting mcthod, such as

report-by- exception, further reduces everhead.

» Open standard. DNP3 is a non-proprietary, evolving standard controlled by a
users group whose members include RTU, IED, and master station vendors, and
representatives of the electric utility and system consulting community.

A typical organization may have a centralized operations center that monitors the
state of all the equipments in cach of its substations. In the operations center, a
computer stores all of the incoming data and displays the system for the human
operators. Substations have many devices that need monitoring for example
circuit breakers opened or ¢losed, current sensors and voltage transducers. The
operations personnel often need to switch sections of the power grid into or cut of
service. One or more computers are situated in the substation to collect the data
for transmission to the master station in the operations center. The substation
computers are also called upen to energize or de-energize the breakers and
vollage regulators.

DNP3 provides the rules for substation computers and master station computers
to communicate data and control commands. DNP3 is a non-proprictary protocol

that is availablc to anyone, see Figure (2.7).
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T'he substation computcr gathers data for transmission to the muster such as
» Binary input data that is uscfui to monitor two-state devices. For example, a

circuit breaker is closed or tripped, or a pipeline pressure alarm shows normal

OF EXCCESIVE.
» Analog input data that conveys voltages, currenis, power, reservoir watcr

levels and temperatures.
Count input data that repons kilowatt hours of energy

» Files that contain configuration data.
The master station issues control commands that take the form of:

« Close or trip a circuit breaker, raise or lower a gate, and open or close a valve

- Analog output values to set a regulated pressure or set 4 desired voltage level
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Figure (2.7} : DWP3 Layers

2.4 Deployving SCADA Systems
There are many differcnt ways in which SCALYA systems can be implemenied

Before a SCADA or any other system is rolled out, one needs 1o determine what
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[unction the system will perform. Depending on whether customers are a utility
company or a lelecommunications provider, you have a number of options in
creating SCADA systems. Therc may be a need to employ different methods that
are complimentary to each other. The way in which SCADA systems are connected
can range from fiber optic cable 1w the use of satellite systems. The following
sections will present some of the common ways in which SCADA systems are

deployed. We will also look at their advantages and disadvantages.
2.4.1 Twisted-Pair Metallic Cable

Twisted-pair telecommunication cabie is the most popular medium used by utilities
and has existed in its present form for many years. The cabies are essentially the
same as those used by the telephone Companies and contain a number of pairs of
conductor. Aerial cables would be more appropriate for installation in the utility’s
service area since the utility may own a large number of distribution peles from
which the cables could be suspended. The smallest aerial cables can be self-
supporting, whereas large aerial cables have 1o be attached to supporting wires
{messengers) by lashing wire. Table (2.1) shows the Twisted-Pair Cable

advantages and disadvantages.

Table (2.1) Twisted pair advantages and disadvantages

Adlvantages Dismlvantages
« Mo licensing, fewer approvals s Right-ol-way  clearance  reguired  for
= Existing pole Infrastructure buried cable
» Economical for short distances = Subject 1o breakage and water ingress

« Relatively high channel capacity (up | * Subject 1o ground potential nise due to
to 1.54 M1Iz) fur short distances power faulis and lightning
» Failures may be difficult to pinpaoint

e [nflexible Network Configuration
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2.4.2 Coaxial Mctallic Cable

Coaxial cable is constructed of a center copper conducior, polyvinyl chloride
(PVC) insulation, a braided or extruded copper shield surrounding the center
conductor and PVC insuvlation, and a plastic jacket cover. Coaxial cable can
transnuit high frequency signals up to several Milz with low attenuation compared
to twisted pair wires used for telephone service. Mcthods of installation used for
cxisting systems in Europe and USA are underground, direct buried, overhead, and
on existing power line structures.

Services usuvally supporicd are voice, data, and interoffice trunking. Table{2.2)

shows the Coaxial Cable advantages and disadvantages.

Table (2.2) Coaxial Cable advamages and disadvantages

Advantages Disadvantages
« No licensing, fewer approvals s Hight-ot-way clearance required for buricd
« Existing pole Infrastructure cable
+ Econemical for short distances = Subject to breakage and water ingress

« Higher channel capacity than Twisted s Subject to ground potential rise due to
[pair powaer faults and hightning
» More immune to radio Frequency + Hailures may be difficult to pinpoint

noise interference than the twisted pair | » Inflexible Neowork Configuration

2.4.3 Fiber Optic Cable

Fiber optic technology has improved considerably since its inception 1n 1970.
The technology has improved to the point where commercially available fibers

have losses less than 0.3 db/km. Losses of this magnitude, as well as the
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development of suitable lasers and optical detectors, allow designers to consider
fiber optic technologics for systems of 140 km or more without repeatersf3].
Optical fibers consist of an inner core and cladding of silica glass and a plastic
jacket that physically protects the fiber.

Two types af fibers are usually considered: multi-mode graded index and single-
mode step index fiber. Single-mode fiber supports higher signaiing speeds than the
multi-mode fiber due to s smaller diameter and mode of light prepagation.
Communication services usually supported by optical fiber include voice, data {low
speed), SCADA, protective relaying, telemetering, video conferencing, high-specd
data, and telephone switched tie trunks. Optical fiber cables have similar
characteristics to twisted-pair communications cables in that aluminum tape or
steel-wire armors and pelyethylene outer jackets can protect them. However, the

inner core is constructed to accommodate the mechanical characteristics of the

fibers.

T'ypically, the fibers are placed looscly in semi-rigid tubes, which take the
mechanical stress. Special t1ypes of fiber optic cables have been deveioped for the
power industry. Onc type of fiber cable is the Optical Power Ground Wire
(OPGW) that is an optical (ber core within the ground or shueld wire suspended
above transmission lines, Another type of optical fiber cable is the All-Diclectric
Sclf-Supparting (ADSS) cable that is a long-span of all dielectric cables designed
to be fastened 1o high vollage transmission line towers underneath the power
conductors, A Wrapped Optical Cable (WQC) is also available that iz usually
wrapped around the phase conductor or existing ground/carth wire of the
transmission or distribution line. In the Ulility's case, aerial fiber optic cable can be
fastencd to the distribution poles under the power lings. Table (2.3} shows the Fiber

Optic Cable advantages and disadvantages.
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Table {2.3} Fiber Oplic Cable advaniages and disadvantages

Advantapes Disadvantages
» No licensing requirement o Novel lechnology, i.¢. new skills must be
o Immune 1o electromagnetic leamned
mterlerence * Cable subject to breakage and water
o Tmmuine to ground potcntal s ingress
» Low operating cosl » Expensive test equipment
» High channel capacity ¢ [nflexible Netwark Conliguration

2.4.4- Power Line Carrier (PLC) T

PLC was onc of the first rehiable communications media available to clectric
utilitics for critical communications channels that could not be subjccted to the
intolerance and unreliability of leased (common carrier) telephone circuits. PLC
uses the power transmission lines to transmit radio frequency signals in the range
of 30 kHz to 500 kHz. The physical sccurity of this communications is very high
since the power line carner equipment is located within the substations. PLC
systems are used (o provide voice, telemetry, SCADA, and relaying
communications on portions of the 220/230 &V, 110/115 kV, or 66 kV

interconnected power transmission network [3].

Digital PLC technology is a relatively new technology. Power lines and their
associated nclworks are not designed for communications usc. They are hostile
cnvironments that make the accurate propagation of communication signals difficult.
Two of the biggest problems faced in using power lines for communications are
excessive noise levels and cable attenuation. Noise levels are often excessive, and
cable atienuation at the frequencics of interest is ofien very large. Digital PLC can be
increased from one channel to three channels within the same RF bandwidth. Table

2.4 shows P'L.C advantages and disadvantages.
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Table (2.4) PLC advantages and disadvantages,

Advantages Disadvantages

s Located where the circuit are required « Mot independent of the power distnbution
+ Lquipment installed m unlity owned system

land ot structures s Carrier frequencies ofien not protected on a
» Economically attractive for low primary hasis

number of channels exiending over = Inherently few channels available

long distances = Will not propagate through open
e Ingital PLE has capacity tor three W disconnects

four channels { e.g., two voice and ene |« Expensive on a per channel basis compared
high speed data ) te microwave {normally, over four

¢ Analog PL.C has capacity for iwo channels)
channels { one voeice and one “speech

plus™ low spevd data )

2.4.5 Satellites

The use of satellites has been investigated for many years. ‘The satellites are
positioned in gco-stationary orbits above the carth’s equator and thus offer
continuous coverape over a particular area of the carth. Satellites contain a number
of radio transpondcrs which receive and retransmit frequencies to ground stations
within its “footprint.” or coverage, on the earth’s surface. A network facility on the
ground tracks and controls the satellite. Earth stations are comprised of an antenna
pointing at the satcllite, a radio transceiver with a low-noise amplifier, and
baseband equipment. Satellites use both the C-band and the Ku-band. Very Small
Aperture Terminal {VSAT) technology has advanced te the point where a much
smaller antenna {down to about one meter} can be used for Ku-band

communications. This has resulted in the Ku-band being preferred for sites with
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modest communications requirements, VSAT technology is advancing steadily.
and the capital costs have dropped substantially [5]. Continual time-of-use charges
must be considered in the use of satellite communications. Development in this
arca should be investigated when making a decision on the use of this technology.

Table {2.5) shows the Suaiellite system advantages and disadvantages.

Table (2.5 Satellite systern advantages and disadvantages

Advantapes Disadvantapes
o Wide arca coverage  Total dependency on a remote facility
+ Fasy Access to remole siles s Less control over transmission
» Costs independent of disiance + Transmission time delay
« Low error rates o Reduced transmission during solar
¢ Adapiable to changing network equinox
paticms « {Continual leasing costs

2.4.6 Very High Frequency Radio (VHF)

VHF band extends from 30 to 300 MHz and is usually used by utilities for
mobile radio, although point-to-point links have been implemented in this band.
Advances in data transmission on mobite radios have been made, particularty for
joint voice and data use, such as in taxi and police dispatching systems. Such
systems could be used for maintenance vehicle dispatching. SCADA systems can
use adapted VHF radios for communications; however a SCADA system would
need exclusive use of the frequencies. Frequency assignments in this band are
usually reserved for mobile services. Table (2.6) shows the VHF Radio advantages

and disadvantages.
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Table (2.6) \'HF Radio advaniages and disadvantages

Advantapes Disadvantages
» Frequency assignments available » Low channel capacity
* Prapagation over non line of sight + Low digital data bit rate
paths » Limited transmission gchniques available

» Low cost radios compared (o
microwave

e [ess stringent wavegttide and antenna
Tequirenents

« Not dependent on power lines and
COMIMON CAMeTs

« Greater figld strength coverage

patlems than UHF band

2.4.7 Ultra High Frequency Radio (UHF)

UHF band extends from 300 to 3000 MHz. The bands typically considered for
UHF radio are in the 400 MHz and 900 MHz range. Most of the suitable radio
products for SCADA applications available in U.S. operate in the 900 MHz
frequency range. In US., the Federal Communications Commission (FCC)
regulates the use of radio frequencics and has designated the 928 to 952 MHz
range specifically for use by utilities for data communication applications. These
UHF systems can be Point-To-Point (PTP), Point-To-Muitipoint (PTM), Trunked
Mobile Radio, or spread spectrum systems. The PTM systems are also referred to
as Multiple Address Radio Systems (MARS). Spread spectrum systems arce the
basis for many wireless applications including 802,11 a/b/g networks. These (ypes

of LJHF systems are described in the following subsections.
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A. Point-to-Point

Point-to-point communications is usuatly used for SCADA communications
from a master station or dispatch center to individual substations. Radios used in
the lower frequencies of the UHE band can be expected to have greater ranges,
particularly for nonling-of-sight paths. Table (2.7} shows the Point-To-Point UHF
radio system advantages and disadvantages.

Table {2.7) Point to Point UHF Radio system advantages and disadvantages

Advantages Dvsadvantages
» Frequency assignments available = Low channel capacity
+ Propagation over non line of sight « Low digilal data bit rate
paths = Limited transrmission technigues available

o Low cost radios compared to
TORICTOW AN
« Less stringent waveguide and

antenna requircments

B. Multiple Address Radio Systems (MARN)

A MARS Radio System generally consists of one Master Station (usually Hot
Standby, full duplex) transmitting over an omni directional, gain antenna in a 360
radiation pattern (o fixed station remotes or slaves (usually non Standby, hall
duplex) that receive the signals via a directional, gain antenna. The 400900 MHx
MARS Radio is a single channcl system that communicates with cach of its
remotes or slaves in sequence. Services usually supported by MARS are SCADA,
Telemetry/Data Reporling, and voice (on a limited basis} [3].

The sccunty of 3 MARS systern 13 high between stations, but is vulnerable at
terminal stations in regard to the antenna and the terminal RF transmission lines, If

sceurity is a potential problem, the RF transmission lines can be placed in conduit,
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and the antennas can be ruggedized. The components of a MARS system have a
long Mean Time between Failure (MTBF) and friendly user maintenance features.
'The MARS system is usually configurcd for data transmission at 300 to 9600 baud,
but can be used for voice transmission during radio system maintenance by locking
the data signal out while voice is being transmitted. ‘Table (2.8} shows MARS
advantages and disadvantages.

‘Fahle (2.8) MARS advantages and disadvantages

Advantages Disadvantapes

= Frequency assignments available » Low channel capacity

¢ Lower cost than point to point media » Low digital duta bit rale

» Propagation possible over non line of » Limited transmission techmgues
sight paths available

» Low cost tadios compared 1o « Multi-point operation restricts data speed
microwaye compared o Point-to-Point UHF or

o [ess siringent wavegnide and antenna dedicated paths between stations
reguirements

C. Microwave Radio

Microwave radio is a term uscd to describe UHF radio systems operating at
frequencies above 1 GHz, although multi-channe! radio systems operating below 1
GHz arc somectimes referred to as microwave systems. These systems have high
channel capacities and data rates, and they are available in either analog or digital
transmission technologics.

Analog transmission was the first microwave technology available. [t is the most
maturc method of transmission. There have been a number of developments, which
have affected the traditional balance between digital and analog technologies, On
the analog side, direct-1o-bascband analog channcl units have been developed to

case the addition of channels 1o existing multiplexer cquipment and to reduce the
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complexity of modifying the channel plan. On the digital side, products such as
digital cross-connects and direct first order hierarchical level access 1o Private
Branch Exchange {PBXs) have reduced cosis further and added flexibility. There 1s
also a growing demand for circuits with very high data rates, which can be
transported much easier on the digital systermns. New protocols and standards are
being introduced for utility data communications that are more easily
accommodaled by digital carrier systems. Therefore, even for ight communication
traffic routes, digital is judged to be the more appropriate technology for new
installations. Scrvices usually supported by microwave communications include
voice, data (low speed and high speed), SCADA, compressed video, protective
relaving, telemetering, frame relay, Broadband Integrated Services Digital Netwaork
(B-ISDN), and fractional T1.
In the lower part of the frequency range, microwave radios are designed in both
poini-to-point and point-1o-multipoint configurations. Point-to-multipoint radios
operate like a local area network with a number of shared channels, which are used
on a demand basis. Poimi-to-multipoint radios can operate in scveral modes:

* Frequency Division Multiple Access (FDMA)

» Time Division Multiple Access (TDMA)

» Code Division Multiple Access (CDMA)

TDMA and CDMA arc more suitable for digital radios. Point-to-multipeint radios
are more approprate if network topology is in a star or tree configuration in which
a number of terminal nodes have direct radio paths 10 a single central node and
channel usage is not continuous. For lincar configurations and continuous traffic,
or bulk transmission over long distances. point-to-point radic 15 more appropriate.

Table (2.9) shows the Microwave Radio advantages and disadvantages.
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Table (2.9 Microwave Hadio advantages and disadvantages

Advantages Disadvantages

= High Channel Capacity « Line of sight clearance required
* Transport high data rates + Specialized test equipment and
» Independent itom power lines and training required

COMMmON CaTHiers » Frequency assignments sometimes
= Future standardized high speed unavailable in urban areas

networks « More expensive site developmem
» Low right-of way costs » Limited capacity
« Simpler installation than cable

technology
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Basic Networking Concepts



3, Basic Networking Concepts

3.1, Classification of Switched Communication Networks

Switched communication system ¢an be understood only in terms of their
properties. These properties, when collectively considered, define what s known
as the network architecture [2]. One can classify any switched communication
network by the following attributes:

- Geographical coverage of the switched network,

- Method of accessing the switched network.

- Network topology.

-Transmission and multiplexing techniques cmployed to synthesize a

switched network.

- Network management and control (NMC) techiiques.

These techmiques arc invelved with the way intelligence is distributed
threughout the network and how 1t 15 emploved to switch / route traffic, control
congestion and manage day-to-day operations.

3.1.1- Geographical coverage

‘There are four types of networks, charactenized by their geographical coverage:
A. Local Area Netwoarks (LANs): where about 60 percent of all networks fall inta
this category that span one or more building over a campus,

#. Metropolitan Area Networks (MANs):where about 20 percent of all networks
cover distances ol about 80 km and fall into this category.

C. Wide Area Networks (WANs): where about 15 percent of all networks fall into
this category .WANSs covering a distanice of about 800 km account for 9 percent,

and those covering longer distance account for 6 percent.
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. Global Arca Nerworks (GANs): About 5 percent of all networks fall into this
category, which is bound to grow duc 1o the global nature of many corporations,
These nerworks present a unique design challenge due to the presence of many
national boundarics and public policies,
3.1.2- Method of Accessing
Each subscriber node must be designed to access the switched network for
service. Similarly, each network node must be designed 1o offer the advertised
services o any qualified subscriber. Basically. there are three distinct access
methods:
a. Demand Access: IU's penerally emploved in most voice and data
communication networks. According 1o this interrupt-based technique, the
subscnber goes off-hook to demand service. The service node provides a dial
tone immedialely after discovering the ollf-hook condition. The dial tone 18 an
invitation for a further dialogue that ultimately results in a switched path

between the calling and the called subsernibers.

b. Polled Access: This is another popular method for allowing the computer-
controlled switching node to interrogate each subscriber regarding the need for
data interchange with another subscriber. The polled access method generally

provides u very controlled environment, but only at the cost of 2 high overhead.

c. Multiaccess: The multiaccess technique is primarily employed by data
LANs. A large fraction of data LANs employ the camer-sense-multiaceess
(CSMA) (echnique whereby cach node senses the carrier on the shared bus
before sending the message or packet. Many newer LANs employ the token
access whereby a node can only transmit when it grabs a free token. Collisions
are therefore prevented altopether since the need for o token 1s analogous to the

poll. A few WANs employ the ALOHA multiaccess technique whereby a
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source node begins transmitling whenever it has a message or packet in iis
memaory.

3.1.3 Network Topologies

Network topology defines not only the manner in which the network
nodes are interconnected with one another but also the {ypes of links
emploved to interconngct cach pair of nodes. Generally, there is a
hierarchy associated with the network nodes and/or links. One can classily
the topologies that have proven useful for designing switched

tclecommunications networks as follows ;

Mesh topelogy based on either a fully connected or partially connected

backbone network.

- Multidrop (MD) topelogy based on a minimal spanning tree(MST).

- Directed link topology based on directed graphs.

- Star topology based on gither one star or many interconnected stars,

- Bus topology emploving a bus shared by many stations.

- Ring 1opology employing a ring shared by many stations.

- Mixed topology.
Since most of the cost of a communication network is generally dictated by
the cost of communication links, network 1opology must be optimized with

great care for cach application.
3.1.3.1 Mesh Topoiogy

A fully connected mesh topology shown in Figure (3.1a), provides a direct link
or path between every pair of network nodes of a given level of hierarchy. The
mesh topology 1s economically feasibte only when the number of switching

nodes at a given network hicrarchy is small.
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A partislly connected topology, Figure (3.1b), 1s recommended when the traffic
flow between certain nades is negligible and it can be switched on longer paths

while resulting in a better economy of scale or better reliability.

a- Fuily Connecied b- Pantially Connected

Figure 3.1 Mesh topology

3132 MD Topology Based on MST

A MD topology based on MST is a subset of the generalized trec designed
with the constraint that the sum of z2ll link lengths in the network is minimal.
Figure (3.2a) represenis an MBST topology. Assume that node 6 of Figure
(3.2a) is a switching node. Using that infoermation, one can create a four-level
hicrarchy of Figure {3.2b} according to the number of links between any pair

of nodes.

a- Hierarchical MD b- Regular MD
Figure (3.2) Multidrop (M3 topology.
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J.1.3.3 Directed Link (DL) Topology

Figure (3.3) is an illustration of four netlinks. each based on the directed link

topology.

%

4 Subecine Monka

Figute {3.3) Directed link topology with four netlinks.

3.1.3.4 Star Topology

A network consisting of a single switching node and directly connected sub-
scribers can be represented by a star topology Figure (3.4). For that case, each
subscriber is connected to the switching node directly through a subscriber or

user hine.

Figure (3.4) Siar wopology
3.1.3.5 Bus Topelogy
The bus topology employs a fully shared broadcast transmission facility,

called a bus, for exchanging information between nodes. Such a topology as
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shown in Figure (3.5) is generally the basis for a high-speed, distributed
system used for interchange of information berween computers and

computer-controlled devices located within a building or a campus.

& O (e
| I’ J
ST +—3

-

Figure (3.5) Bus Topaology

'The bus topology is commonly used for synthesizing high-speed LANs.

3.1.3.6 Ring Topology

Figure (3.6} Ring topology

When the two ends of a shared transmission media ot bus topology ure
closed to form loop. a ring topology results Figure (3.6). Whereas Figure
{3.6) represents broadcast type ring topology, many popular data LAN

architectures employ the ring topology using the token access.

J. 137 Mixed Topologies
Many mixed topologies can be derived from the previously mentioned basic
topologies through the process of superposition or interconnection. For exam-

ple, the multicenter multistar topology of Figure (3.7) consists of the star and
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mesh topologies. Similarly, the muiticenter multidrop topology of Figure 3.8
consists of the mesh and the MST/MD topologies. This mixed topology is the
basis for many SNA-based data communication networks, Such a mixed
topology is finding some applications in the design of a Personal

Communication System (PCS} within a metropolitan area.

)

IFigure 3.7 Mullicenter, multistar wepology.

Figure 3.8 Multicemer, MD 1opology

3.1.4 Transmission and Multiplexing Techniques

Transmission and multiplexing technigues define the modulation, encoding,
transmission/reception. and muhiplexing techniques employed to synthesize
links for interconnecting the various network nodes. Knowledge of the
transmission  and  mubtiplexing techmiques s essentiul.  Whereas, (he

transmission techniques usually involve the method of encoding each basic
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symbol prior to transmission gver the channel, the multiplexing technique
defines the way muliple streams of user and control data can be combined

together to share a single physical link.
d.1.4.1 Traosmission Techniques

Discrete information can be transmitted in the form of either analog or digital

signals.
A. Analog Transmission Techniques

An analog signal is realized by multiplying a continuous modulating function

(usually the information) with a high-frequency carrier waveform centered at £,
B. Digital Transmission Technigues

A digital signal is simply a base-band signal in the form of a digital pulse
train that represents a coded version of the original information. Pulse
code modulation (PCM) and delta modulation {DM)} ure two popular
techniques for producing digitized voice signals. The telephone industry
standard throughout the world is a PCM system with 236 quantization
fevels that requires 3 PCM bit rate of 2x4000=8=64000 bps. A new
technique called the adaptive differential PCM (ADPCM) is being
introduced that requires a PCM bit rate of only 32000bps. 1t is based on
the lact that a highly corrclated signal (¢.g., voice) changes slowly from
one Nyquist sample to another and theretore it sends only the difference.
Delta modulation (DM} is another form of the sample data technique.
DM requires very little hardware complexity when compared to the PCM
technology. Some IDM-based systems are based on the continuously
variable slope DM (CVSDM} concept that is generally superior to the
older DM and compares favorably with the PCM technique,
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3.1.4.2 Multiplexing Technigues

Most transmission links employ some form of multiplexing of individual
user and control channels for utilizing the inherent structure or bandwidth
of the physical link and hence reducing the cost of per-channel
transmission. Special multiplexing techniques are used for both the analog

and digital transmission systems.
A Multiplexing Technigues for Analog Transmission

The first multiplexing technique employved for analog transniission was
called the space division multiplexing (SDM}) that implies the bundling of
individual voice grade channels in a physical/spatial manner. This method
allows the sharing of the commoen conduit and hence the cost of cable
laying. Frequency Division Multiplexing (FDM) combines the spectrums
of individual channels to form a large spectrum if allowed by the physical
link. It requires the use of guard bands at the transmitter 1o separate the
individual channels and the use of filters te separate the individual

channels at the receiver.

B Multiplexing Techniques for Digital Transmission

Time division multiplexing (TDM) is the maost popular technique for
combining several digital channels into a single channel. PCM-TDM is the
most popular technique for combining 24 PCM channels to create a Tl

carrier rated at 1.544Mbps.

3.1.5 Network Management and Control (NMC) Techniques

Network Management and Control {NMC) technique are involved with the
switching technology, traffic flow control, and methods of distributing and

controlling intelligence in the network for day-to-day operation, Switching
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technology employed by the network determines the manner in which the
network components or facilities are shared among the subscribers.

Basic functions of NMC can be classified imto four distinet categories:

- Routing of neiwork traffic
- Database related services
- Maintenance and repair management
- Network operation services
The following section describes each of these NMC functions in a little

more detail |2, 3].

3.1.5.1 Routing of Network Traffic

Allowing the traffic to flow on alternate routes results in a better use of
network facilities and a better performance to subscribers. Three methods
of traffic routing are generally employed by a system with alternate routing

capabiiities.

a. Deterministic Method: This 18 the simplest routing contrel involving the
use of fixed primary (also called the high usage or HU} routes and a

fixed number of alternate (also called the final) routes.

b. Synoptic Method: The network management center (NMC) samples the
traffic flows in the entire network frequently and, based on the informa-
tion collected, it decides which path the next call or message will lollow.

Sometimes, routing tables are dependent upon the time of day.

¢. Adaptive Method: Each network node gathers sufficient information from
the neighboring nodes on a periodic basis and decides how calls or mes-

sages are 10 be dyvnamically routed toward their destination.
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J.1.5.2- Darabase Relared Services

A properly designed NMC system must maintain a relational database that

provides the following essential capabilities:
- Network directory service
- Network component inventory
- Traffic/performance statistics gathering
- Billing,
J. 1,53 Maintenance and Repair Management Services

A properly designed NMC system should provide the following capabilities

required to maintain an almost fault-free system:
- Collection of system alarms

- Converting the svstem alarms into trouble tickets and sending these to

qualified persons
- Scheduling diagnostics and repairs
- Predicting impending failures and taking evasive actions (self-healing)
. 1. 5.4 Netwark Operations Servicey

A properly designed NMC system should provide the following functions

to help the corporation ran a smooth operation:
A. Scheduling training classes for the NMC-related personnel

B. Staffing of the NMC personnel
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C. Ordering new nctwork components or retiring other compoenents for
the purpose of maintaining an optimum network design en an engoing

basis.

}.2 Traffic Engineering Techniques

Networks, whether voice or data, are designed around many different variables.
‘T'wo of the most important factors that vou need to consider in network design are
service and cost. Service is essential for maintaining customer satisfaction. Cost is
always a factor in maintaining profitability, One way that you can factor in some
of the service and cost elements In network design is to optimize circuit
utilization. The following points deseribe the different techniques you can use 10

engincer and properly size traffic-sensitive voice networks.

3.2.1 Basic Traffic Antributes

A nerwork system exisis primanly to provide useful services to a set of

subscribers. These services involve many forms of information exchange between

network service nodes and subscriber nodes. Several traffic  attributes
characterize such services [2]. These attributes and the underlying concepts are
enumerated as follows:

o The Expected Call Durarion (ECD) is defined by the duration of a single
voice session. Some analysts substitute call-holding time for ECD. A
message lengihr 15 generally determined by the number of bits or
characters in the message. Some analysts simply use the letters ECD for
the expected call-holding time.

¢ One can alse define the Expected Message Duration (EMD) as the
message length divided by the link capacity dencted in terms of bits or

characters per sccond.

43



o Calf or Messape Arvival Rate (K} detines the rate at which the calls or
messages are presented to a network resource/server/system. The rate at
which the calls or messages are successfully served is generally
defined as the sysiem throughput.

* ‘The concept of Traffic Intensity 18 generatly employed to derive short-term
statistical utilization of network resources. Traffic intensily is also employed
for computing the number of servers such as access links (ALs) and trunks
(TKs), which are required to provide a desired perfonmance level.

o (ffered Traffic Imtensity (A) is gencrally defined as the preduct of amval
rute, K and the expected call duration (IECD) for voice networks, or A=K x

ECT) Erlangs.

Traffic intensity for voice networks i1s measured in terms of Erlangs. The
average utilization {p) of an AL or TK server in a voice network can be computed
as the ratio of Erlangs carried by the ALSTK bundle and number of servers in
the AL/TK bundle. Erlangs carried 13 defined as a product A (I-13) where B is the
fraction of calls blocked by the server group.

Traffic intensity in data networks is generally measured in bits per second to
account for the bursty nature of data traffic. One can compute its value as a
product of K and EMID [= (packets per second)=({bits per packet}].

One can compute the short-term utilization (p) of a data trunk bundle by
dividing the data traffic intensity (bps) by the total capacity of a data trunk bun-
dle. [n this case, if p is close to or larger than one, one must add ALs or trunks
in order to reduce the average server wtilization (p) below 1.0. Many
expericnced designers generally try to mainiain the value p a1 about 0.667

(=2/3) ic achieve a tolerable range of system response times.
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The value N=<g can be defined as data Erlangs only if some care s employed in

delining data network server utilization,

e Traffic Flow is a measure of the traffic intensity on any directed path consist-
ing of an ordered sequence of nerwork nodes and links. A sequence of two
nodes in a path implies a single circuit bundle connecting the two nodes. A
sequence of A" nodes in a viriual connection implies a directed path of (N-1)
intervening links, cach consisting of one or more physical circuits. Most well-
designed network systems provide some traffic flow conirol to prevent
congestion that may result in system failures and performance degradation,

There are many ways 10 achieve flow control. Access limiting and dynamic

routing of traffic are two of the most popular methods.

3.2.2 Defining Time Consistent Averages (TCAs) of Traffic Intensities

Traffic plays an important factor in the network design process, The basic units
of traffic intensity (7/) such as Eriang have been defined previously. if a
network system already exists. one can measure the busy hour traffic intensity
for each network link by reading the output of specially installed meters or
commonly available call recording {¢.g., Station Message Data Recording or
Automated Message Recording) tapes and then deriving the system grade-of-
service (GOS) in any desired form. In case the GOS s better or worse than that
which is required, one may achieve cost effectiveness through better network
dimensioning. 1f one has the resources, one may achieve additional cost
effectiveness through a new opiimum network design based on end-to-end

traffic flows.
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3.2.3 Estimating Traffic Intensitiey for AL Bundles in g New Network

To compute the total traffic, 7j handled by the jth AL bundle (that connects
one CPE to one of the available switches, If it i3 a voice LAN in the form of a
PABX, then the total traffic handled by the particular AL bundle 1s ¢qual to 0.1
xNo. of Voice Lines served by the PABX. If it is a data LAN, the total traffic
handled bv the particular AL bundle is equal to BHR data rate handled by the

[LAN-Associated Server for wide area application.

1fa CPE is a small office with a lew voice lines und two or three worksiations
that communicate with the company host, the traffic intensity can be casily
computed for voice or data or for multimedia application for dimensioning the
Al. bundle. The network design tool must be capable of computing the

economic viability of cither a leased AL or a virtual service for this small office.
3.2.4 Estimating Traffic Intensities for Trunks in a New Nemwork

Since the exact traffic flows in a new network are noi known to exactly
compute the traffic on e¢ach trunk bundle, one can estimate the traffic
intensities on trunk bundles by using an assumption that traffic from each
source is uniformly distnbuted to all destinations as a function of their
loadings. A symmetric traffic matrix can be defined for a backbone network if

the following steps are executed:

Step 1. Compute the total traffie (TT1) handled by the ith switch node =3 T}
= sum of traffic handled by all AL bundle (=1, 2,....Ny; where Ny is equal

to the number of AL bundles served the ith switch}.

Step 2. Compule the grand total (GT) of all the traffic handled by all the
switches, where GT=) TT1, =12 ....... Al switches
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Step 3. Compute the traffic (1)) flowing on the trunk from the ith switch to

the jth switch as follows:

Tij = [ TTixX TT/GT  oeeoee oo 3.1)

=Tji
(for a symmeitric traffic matrix)

If the value ¢ equals 7, one obtains the valuc of intranodul traffic. The
intrunodal traffic implies that the source and the destination are terminated on
the same backbone switch of the network node. As a result, this traffic does not
influence the sizing of any trunk bundle. Afier computing the internodal traffic
intensities for cach direction of flow, the designer should then apply the most
appropriate traftic analysis formula to determine the size of each trunk bundic

and its length in Kilometers.
3.3 Concepts of System Performance

Performance of a network system generally deals with costs, throughputs,
quality-of-service, and grade-of-service. These are described in the subsections

that follow.

3.3.1 System Costs

This eriterion is probably the most critical performance parameter since it deter-
mines the cost of service provided to the users. The cost of a call made on the
public telephone network is a prime example of a system cost. Most system
designers talk of system throughput in terms of the telephone call handling
capacity as an example. Costs of a svstem should be divided into major

components such as transmission, NMC, and hardware.
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Fxpericnce shows thal the transmission costs are generally the predominant
part of the total cost. For most private nctworks, the costs related to
ransmission may constitule as much as 70 percent. The costs incurred on a
WAN management, operations and control may be 20 percent of the total
costs. The costs of NMC are also natural for a menthly exhibit. [t is also easy to
spread the costs of hardware for the entire life cycle of the system while
considering the costs of money (e.g., inlerest, depreciation) and obtain an

cquivalent monthly cost [2].

3.3.2 System Throughput

System throughput measures the overall capability of the system in terms of
the maximum number of transactions that can be handled per unit of time. The
throughput of a circuit switched system is represented by the maximum
number of call attempts and calls handled per average second of a busy hour
by each network node and by the entire network system.

The throughput of the entire system is also determined by the maximum
number of calls that ¢an be handled concurrently during the busy hour. The
latter valuc is affected by the call duration and the number of nodes in the call
path.

The throughput of a packet switched system is represented by the number
of input packets or messages that can be handled per average sccond of a
busy hour.

Some vendors represent the throughput of their packet switch node by the
maximum bit rate {input ratc plus the output rate} handled during a sec-
ond. Another useful measure of system throughput should be the
maximum number of packets or messages haundled by the entire network

during a second or busy hour.
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3.3.3 Quality of Service (QO8)

QOS deals with performance issues such as the transmission quality, voice
quality at the receiver, length of error-free periods, average bit-error-rate
{BER), system reliability as determined by such measures as mean-time-
between-failures (MTBFs) for each node and link and mean-time-between-
system-failures (MTBSFs), and system connectivity (a measure of capability

to provide service to all subscribers during compenent failures),

3.3.4 Grade-of-Service (GOS)

Girade-of-Service criteria deal with the degradation in scervice caused by
contention for critical resources when all those resources are functioning.
GOS for a circuit switched system deals with the statistical distributions of

the following design parameters:

a. Svstem response rime: The elapsed time measured from the moment a

user goes off-hook and the moment the user hears a dial tone.

b. Call connection tim: The clapsed time measured between the moments
the last digit is dialed and the connection is made between the calling

ari] the called subscriber.

c. Call ser-up time: The sum of the two previous guantities and the time 10

dial all the digits.

GOS of a Circuit Switching {C8) system is also determined by the
probability of a call loss or blockage caused by the unavailability of a path

through the network during the busy hour.
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GOS of a CS system can only be computed by taking into account the actual
network topology and the blocking probability experienced by each net-

work node-link bundle pair.

GOS for a packet switched system deals with the statistical distributions

associated with the fellowing design parameters:

i. Nodal response time: The clapsed time measured from the moment the
last byte of the packet is received by the node and the moment the first

byte of the same packet is transmitied.

ii. Call/session sci-up time: 'The clapsed time between the moment the last bit
or byte of the call set-up packet is transmitted and the moment the first
byte of the acknowledgment packet is received by the packet mode

terminal,

GOS for a message switched system deals with the statistical distributions

associated with the following design parameters:

i. Nodal response time: The elapsed time measured from the moment the last
byte of the message is received by the node and the moment the first byle

of the same message is transmitted by the node.

ii. Message retention time provided by the system: The elapsed time measured
from the moment the last byte of the message is received by a
network node and the moment the system puts the message into a

storage media requiring manual handling.
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3.3.5 System Reliahility

Reliability is an important factor for telecommunication networks, so
reliability design is an important factor in consiructing highly reliable
telecommunication networks at reasenable cost. There are many occasions
when it is necessary to compute the reliability of a nodal subsystem or the
entire network system. In order to achieve that goal, we must define several
quantitics, since reliability can be expressed in several ways.

Meore details are given in appendix A

System availability is defined as the percentage of time the system is

available for 1ts assigned mission.
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CHAPTER IV

Input Data of the Case Under Study



4. Input Data of the Case Under Study

4.1 Area of study

The area 1o be covered by communication system is known as the sirte central

area and covers an area of land adjacent 1o the sirte coast of Libya. The land arca is..

approximately 25 km from East to West and 3 km from North to South. The main
Phase 1 section of the Great Man-Made River (GMRA) pipeline conveyance runs
from Last to West through the arca as in Figure (4.1) and Figures(C1,C2} in
appendix C. Grand Al Gardabiya reservoir is fed from a conveyance lurnout at the
Eastern end and Al Gardabiva reservoir 15 fed from a convevance tumout al the

Western end.

At cach reservoir there are pump stations which feed hoth ends of the Large and
Small Farm svstem . The irrigation system to the Large Farm area occupics the area
of land to the south of the coastal highway. The Large Farms consisis of in excess

ol 100 circular fields, some of which are 1 km in diagmeter.

.- GMHA Pipe Line Network
] GMRWUA Facilites
D Fump Station
@ !
4]

4
L]

. L]

s i :

""" v : GMRA SARIR-SIRTE
@ : T s Er - ——aammmr. N -
1 -
T eal f .

Figure (4.1} Zone facilitics
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The itrigation sysiem (o the small farms occupies the area of land lo the North of
the Coastal Highway. Additionally at Al Gardabiya there is a second pump station
which feeds three irrigation systems in the Western Wadis arca.

The arca will be supervised from the GMRWUA Operation, Service and
Maintenance {OS&M) facility localed adjacent 1o Grand Al Gardubiya reservoir.
The OS&M will house a Regional Control Centre (RCC) from where all control
and communication will be supervised. The Large Farms area will be divided into
three arcas, (Farms A, B, and C). Fach farm will have a central utility/ warchouse
unit. The RCC will communicate with the Phase 3 Al Gardabiya pump station and
the GMRA OS&M facility both of which are located in the vicinity of Al

Gardabiya reservair,
1.2 Node functions and description.
4.2.1 Description of facilities

A bricf description of all nodes is given below; in addition Table (4.1) gives a
summary information about nodes,
- Node A: GAG OS&M
This nede is the headquarter of the system as it contains RTU.
- Node B: Phase 3 Pump Station
Includes a set of pumps used 1o fed GMRA phase two( at Sidada region ) from
phase one (at Sirte region ) by a 200 kilometer pipe line.
- Node C: Future Turnout Sirte Town
it will be connected 1o Pump Station to an agricullute project culled aldhir, and
a research farm.
- Node D: Farm unit A
It contains a maintenance building to maintain the irrigation machines

- Node E: GMRA Sirte DS&M
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It's an operating and maintenance system [or algardabia reservoir and its
network distribution.

- Node F: Dairy Complex
II's a dairy station consists of cow barn and laboratory to produce milk and its
ingredients.

- Node G: Farm unit B
Building contains warehouse and workshop to maintain pumps and irrigation
machings.

- Node H: GAG Reservoir Tumout
Contains this node 2 flow meter and valve cantrol chamber te controt the reservoir
outlet.

- Node 1: Grand Al Gardabiya Pump Station {GAGPS)

It consist of two independent sets of pumps within the pump station building
.The pumps are centrifugal type driven by variable speed clectric motors. Six
pumps are provided for each set (Small Farm and Large Farms), four duty
pumps, two standby pumps. Flow rate per pump to Small Farms will be 234 /s

while ftow rate per pump to Large Farms will be 1280 1fs.

- Node J: Guard Tlouse
Reservoir gate thal contains drainage out control panels

- Node K: Al Gardabiya Pump Station (AGPS)

It consists of two independent scts of pumps within pump station building.
The pumps are centrifugal type driven by variable speed clectric motors,  5ix
pumps are provided for each sct (Small Farm and Large Farms), four duty
pumps, two standby pumps. Flow rate per pump to Small Farms will be 210 Us.
Flow rate per pump 1o Large Farms will be 716 Ifs. [f Al Gardabiya reservoir is
out of service, the pump station can be fed from the phase 3 Forebay tank

through the Al Gardabiya reservoir bypass line.

35



Table (4.1} Information about nodes [10]

Node _ Level Coordinates e .
Symbol Description (m) (m) Txpe of service
X= {1 ScadatVoice+
A GAGOS&M - 38 Y= 0.0 Dala+Video
X=15833.02 Data + Vowe
- ]
3 Phase 3 .5 43 V= 121951
C Future ‘Turnout(Sirte 12 Xm= 1308045 Data + Voice
i Town) Y= 245853 Scada
. X= 14692 87 [rata + Voice
D Famaunit A 52 Y= 124377
» xX= 333573 Data + Voice
E OMBA Sine OS&M 45 V= 7004 83 Scada
. . x=12310.55 Data + Voice
I Dairy Complex i7 Y= 104698
. XN=2761.19 Daia + Voice
3
G Farm umit B 27 V= 3241 1
H GAG Reservoir 38 X=718.13 SeadatVoicet
Tumont Y=617.69 Data+Video
N=55341 ScadatVoicet
¥
! GAG TS, 25 ] y=718.8) Data+Video
X=15872 Data + Voice
] Guard Flouse 36 Y= 72400
— X=13880.09 Scada+Vowe+
K AGES 378 1 Yo 194649 Data+Video
. n=069316 Scada +Data
L GAG Reservoir Inlel 38 V=703 89 '+ Voice
. X=551951 Data + Voice+
b Farm Unit C 54 Y= 495.60 Scada
N X= 1588510 ScadatVocet
N WWIS H Y= 204952 Data+Video

- Node L: GAG Reservoir Tnlct
It consists of flow meter and valve control chamber to control the rescrvoir
iniet,

- Node M: Farm Unit C
Area included project or owner accommodations and project management

offices and headquarters of irmgation machines system.
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- Node N: Western Wadis Pump Station {WWPS)

WWDPS consists of three independent sets of pumps within pump station
building, The Pump Station transfers water from Al Gardabiya Rescrvoir to a
number of tanks supplying agricultural development projects in the Wadis 1o
the west of Sirt. The water from WWPS is delivered through 3 separate
pipelines to Wadi Jarif /Tamit tanks, Wadi Tilal South tank, Wadi Tilal North /
Wadi Qubaybah tanks respectively. It is understood that flow rate per pump to
Wadi Jarif/Tamit tanks is 390 Ifs, 2 duty (2 standby ) in serics . The flow rate
per pump to Wadi Tilal South tank is 169 Vs | 2 pumps are duty in series and

one is standby .

4.2.2 Wacilities Functions

Table (4.2) represents the Munction of cach node

Table (4.2) Function ol Nodes

Node Function
A Head Quarter to monitor the overall system
B Information for monitoring {(e.g. [low, speed, pressure and so on)
C Information fur monitoring
1 Workshop, to mainlain and repair irrigation machines.
I To keep the flow of waler in the main pipeline stable.
F A factory that produces a milk
G Workshop
i To fod the enviconment places by water

I Pumping the walter 1o the large and small farms

Walve chamber control room

B

K Pumping the water to the large and small farms

L Valve and fiow meter chamber to led the reservoir by water
M Maintenance and storage building

N Fumping the water to the Western Wadis




4.2.3 Type of Services
Table (4.3) shows the service requirements for each node.

Table (4.3) Services supported of nodes.

[ Nodes SERVICES
A Vaice Intemmct ‘ lax l SCADA | Video
[ B [“voice | Intemet | Fax ] SCADA |
| C | Voice [ Imemet | Fax |  SCADA |
| D | Voice | Imemet [ Fax [ ]
[ E | Voice | Imemet | Fax |  SCADA |
| T M WVoice [ Inermet [ Fax | |
TG [ Voice [ Intemet | Fax | !
; H | Voicc | Imtemet | Fax | SCADA |
| Voice | Intemet | Fax | SCADA | Video
r"—*“—rm| T v |
i !_-Wi Imermet | Fax | SCADA | Video
[ [. [ Voice [ Internet | Fax | SCADA |
| M | Voice | Internet | Jax | SCADA ] Video
N | Voice | lntmet [ Fax | scADA |

4.3 Volume of data in each node
4.3.1 Uni or bi-direction flow
A. In control application case (nodes acts as RTU or MTU for SCADA system)
Therc are 14 nodes in the enterprise that have relationship with each ather, where
these relations reflected or translated from project philosophy of operation [3],
these relationships determine the connectivity or topology of these nodes, as in
Table (4.4).There arc four types of SCADA parameters that will be collected st
RTU nodes, these parameters arc:-
- Dhgital [nput
- Digital Qutput
- Analog Tnput
- Analog Output
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Talle (4.4)- Inter-N

ewde ‘lralfic Flo

w (Control), i.¢. the relmionship between nodes.

[e]A B [C |D JE [F{G |[H |t [} K |L |[M|N
From

A 'U % * x x ! » x » x
B 0 ® x

C o {}

0 }

E x ¥ 4] N "
F » {

G | 0 .

H ® ® " 0 "

| x x 0 * x x

J ® * x 0

K x ¥ » 0 ¥

L * H u )]

L x X x 0

N * x l ® 0

X — There arc relation between nodes,

B. In gencral upplication case.

There arc anether applications (voice, data, video, fax) which 15 required in

enterprise network, so the node requirements of these applications is shown

(- No relation

in Table {4.5}.
Table (4.5)- Inler-Node Traific Flow {Data and Voice)
[T | A G C 2 |E F |G H | J K M N
From

A. n n n n L] | 1 [ ] E ] - | ] | 1 ]
B k] 0 [ ] L | L1 = E F ] n X [ ]
C M M 0 x " ® " x x a ® »
D b 4 ] (] [] X A k| (] | ] k| n o
E L] | 3 n n ﬂ k| k| L4 = L L] H
F = = L] k) L3 u L3 L] k| L4 x w
G L ] = A L] L] | 1 0 L] = = = L3
T . x n . . e |« 0 . . |- .
I - P v x - e | x ] A | "
] . ‘ " . - w | u « . D |a= ,
K E H K = - L] i x L] n U‘ H
L L] | 3 L ] n L - L3 L] n L3 A L]
M " ¥ o k| K n L4 = k| | 4 x [ ]
:"; [ [ n » " W [ ] A ] 3 K 0
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Sa these relations will be reflected 1o vilues to calculate the traffic flow between
cach pair of nodes, where that relation reflected to values, as in Table (4.6} by

using 5 points scale, and assign a number as shown to the degree of relation.

Table (4.6) Possible Traffic flow scores assumption
Number i 3 | 5
Dcgree low medinm high

By translating the relations that are found into Tables (4.4 and 4.5} we get
relation level using Table (4.6) as given in Table (4.7).
Table {4.7)- [nler-Node Traffic Flow Scores

[To [A& [B [C D |E |[¥F |G IH 1 ] R E M N
From
A o [5 |5 (3 |5 J3 |3 {5 3 [3 s 15 |5 3
B 3 j0 [y 3 |5 J32 |3 U5 343 |3 13 |3 3
C 5 13 Jo (3 13 J3 |3 13 3 13 3 13 |3 3
B 3 [ T3 (o (3 ) |3 |3 3 [3 3 13 13 3
K 5 5 |3 |3 [o X1y |5 3o[3 13 |3 13 5
F 1 s |3 3 |3 Tn |3 [3 313 (3 |3 |3 1
g 1 30y |3 [3 [3 [0 13 N EEEEE 3
1 EE I EEENEE D R E 3 [3 3
I s 13 |3 |3 |3 [3 )3 13 0 |5 |3 Is5 |3 3
J 1915 |3 [3 Is J3 )3 i3 5 10 3 |3 |3 k]
K 503 13 |3 |3 f3a)3 i3 5 {5 Jo 13 |5 3
L s [3 13 13 13 [3 )3 |3 1[5 |5 (o |3 3
M s [x 73 {3 [3 Jalr |3 s [3 s [3 (o 3
N 3 5 13 [3 3 a3 |3 3 13 s [3 |3 {t

4.3.2 Node Traffic Requirements

According to enterprise facilities which is about 14 sites, an important need for
cach node {sile) is to determing traffic demand. Considering all such nodes in
the network, we can estimate the traffic volume between any two such nodes
that form a traffic volume matrix or demand volume matnix. So the assumptions

mode to estimate the demand of sites are as follows;

a, Bases of caleulating no. of required telephone lines per site:
- Function of the site.
- Size of the site in no. of offices.

- Future neceds to be as a spare capacity.
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b. Bascs of calculating number of the required Fax lines per site:
- Need of a dedicated Fax per site.
¢. Bases of estimating Internct (data) demand per cach site:
- Need to exchange data between sites.
- Need to aceess Web siles of intemet.
- Common practice in cach site of defined data.
d. Bases of estimating Video demand per site:
- Function of the site,
¢. Bases of estimating SCADA demand per each site:
- Function of the site.

- Sive of field level instrumentation and control devices.

Table {4.8) illustrates the requirements of nodes that depend on the previous
assumptions. SCADA parameters are collected at cach node by site survey and

recorded as in appendix D.

Table (4.8) Node Requirements

SCADA |
No.ol || No, t:| Fax I—

Nodes || Video

users |\ seevers Anmalog |mgital ][ Total ]
| [ve”"Jlor Jfuwe _Jlom i ur || or |
[ & 03 ) 60 )| Yes |[Yes [ 200 |72 ]300 |[Z84 ][ 5m ][ 356 |
B JC s 0 2 J[¥es || - -0 - -

[ C I 5 1t Jives]| (0 00 32 J 40 o JC st j 2]
[ O 5 I 2 e | - - 0 - - - -]
L E s T2 J[¥es | vl sz 27 )63 i 27 ]
[_F 0 [ 4 J[¥es | - - - - 1 -1
(G L5 I 2 e | L - 30 - - -]

T H | 5 [ 2 Ves | 60 )10 | 55 &3 JCus J0 s3
I | 20 T 4 [¥es J[Yes ) 83 J[ 12 | 5690 ][ 8y J[ 652 ][ 63 ]
1 [ 5 JL_ 1 J(Yes | I - J& - 0 - I - & - |
20 3 [ Yesi¥es 77 [ 12 || 418 J[ a5 J[a95 [ 57 ]
[T L 5 1 iyes | 26 ][ 6 [ 126 |34 | 152 ][ 20 ]

™ (30 ][ 10 [ Ves J[ves J[ 567 ][ - I 200 - J-350 [ - ]
LN ]| 10 I3 |[ves | T3 - J2es | 74 ) 299 | 714 |
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This table reflects site or node requirements, since colomn one shows node names
and in the next column appears some numbers that are coming from node
description as given in Table (C.2)

4.4 Transmission media characteristics

The main issue and most critical part in the network design is the backbone links,
which carry the main traffic between the nodes. Problems on this backbone will
affect severely the performance of the network. The selection of an appropriate
transmission media between different nodes is not an casy proeess. The network
designers are always confronted with different atiractive alternatives. The selection
process depends on a set of parameters some of them depend on technology and
media characteristics, and the others depend on the sites and the physical route and
terrain between them. Table (4.9) gives evaluation paramgters and their assigned

numerical valuc according to 10 points scale.

4.4,1-Evaluation parameters that depend on the actual physical links

a. Cost

The cost is varied with distance and capacity of the link, e.g. MW links can
provide an cxcellent choice of an alternative access to long distance networks,
where the right of way for an underground fiber links is unavailable or too
expensive, as the digging and civil work are the dominant in the fiber links cost.

b. Operation and Maintenance Regquirements

O&M mainly depend upon test equipment requirement, flexibility of
elements maintenance, degree of service continuity while maintaining, quality

ol service and MTTR.
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Table {4.9) Possible Evaluation Scores [8]

Evaluation

2 7 L) 3 1
parametersiscore
Below . . ' .
Cost low average average High Very high
Operation & Below
maintcnance simple moderale moderate Eligh Very high
Teguirement
Spectrum availability Very high High average Below Low
average
Implemeniation . Below . e
Requirement Simple moderate moderate High Very high
" ¥
Terrain charactenstic Simple Below moderate | difficult y o
modetale difficult
nterfirence & Low Bulow average high Very high
environment effcct i average g & ¥y g
Ixecution time Wery short Shon mediam long Very long
Availability of i L. oo ) Relow )
equipment Very high High average average Low
Capacity &up ) . - Below ]
grading Aexibility Very high Hign average average Low
Interfacability - Below . Very
Requirements Simple modirale moderate | Jovolved involved
Reconfigumtion . Below . T
flexibility Simple moderale moderate High Very high
L?wgr;izlmlnk Simpl Below oderate { High Very high
gincering Simple moderate | modera g ery hig
requirement
Technology Life time Very long long moderate Short Very short
State of the art Very i Partially . Below
technology advanced Advanced advanccd medium medium
. . . . . Helow
Security of informalion | Very high High average average Low

¢. Spectrurmn Availability

Unavailability of spectrum can limit the number of altematives on selecting the

transmission media or climinate the capacity upgrading. Also the licenses in

some transmission media are required for using spectrum.

d. Implementation requircments
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The implementation requirements such as tools requirements which can be
very costly and administration process such as premiscs, transportation,
accommodations night of way,

¢. Terrain charactenstic
Some transmission media can not be implemented due to terrain difficulty,
where laying fiber optic cable may need long time delay and cost is more than
expected.

f. Interference and Environment effect
The fiber optic has very high immunity against electromagnetic wave
interference and less affected by temperature changes, while microwave
{Fansmission is not.

2.Execution time
For some situalions where the execution time is a main factor, satellite carth
station e.g. (VSA'T) can be installed within a day or two while MW limk may

require much more time for installation.
4.4.2 Evaluation parameters depending on technology and media characteristics

a. Availability of equipment
The availability of the cquipment on the market, spare paris and operation
cquipments and spare stock are very imporlant. Also software upgrading can
affect the availability of the older software versions equipments.

b. Capacity and upgrading equipments
For certain distance and capacity seme transmission media can not be used or
become un practical such as pair gain for long distanee, and capacity greater
than 8Mbps, on other hand capacity upgrading may not be possible in some
situations due to requirements of new equipments for new operating band or

due to transmission media itself.



d. Inefaceability Requirements
Its requirements are different from transmission media to another in
complexity and cosl. For examplc using 2 Mbps connection between PBX and
MW links is cconomical, because no conversion proccess is needed.

¢. Reconfiguration Flexibility
Network reconfiguration is needed by adding new sites or company moves
from one site to other. Far example satellite network is very flexible while
fiber optic network reconfiguration can be very costly and time consuming,.

f. Design and Link Engineering Requircments
‘The design of links vary from simple to complex and also the required tools
vary from simple tools to other costly tools. |

g. Technology Life Time
An example of this is the coaxial cables for long distance digilal transmission
is of limited us¢ due to the use of fiber optic cables. Also technology life time
can be related to operating software and its upgradeability.

h. State of the art technology
The state of the art technology can be different from transnussion media to
another, e.g. fiber optic link aganst ceaxial cable link.

i. Security of information
The security of information is an important parameter for Business Company
and military, fibre optic links can be considered as one of the lnghest secure

transmission media.
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CHAPTER YV

Design and Analysis of Node
Requirements



5. Design and Analysis of Node Requirements

5.1 Distance Matrix

Longitude and latitude for cach site where used 1o determine the distance matrix as
shown in Table (5.1) where the unitis in km... ...
5.1.1 Nodes with SCADA function
According to the functionality of the nodes which illustrate the relationship between
sites (nodes) as in Table (4.4), and because only nine nodes has SCADA application

by point to multipeint (master and slave), as shown in Figure (5.1).

. =]
4 E &
™
.
=
A
o L
Figure (5.1) Nodes imerconnection for SCADA application
5.1.2 Nades with other applications
With reference to Table (4.5), one can notice the relationship between sites, since if
Table {5.1) Sites Distance Matrix in (km
Nodes | A ] 8 D E I G H [ J K L M N
A [} so ) A7 as (123 ax [ o9 [ o | o8 [0 ] 10 | 55 160
B 159 { 0 10 1 14 1 26 ) 40 {3215 sy | 1ss] o7 {153 ] 104 0.7
C 11.3 30 G 20 0.5 0.9 103 12.5 126 | 128 249 12.8 7.9 29
I} 471 14 | 20 0 16 | 30 (120 [ 140 | {133 12 [ 141 ] o2 1.2
F. [ 26 0.5 1.6 a 1.4 06 | 127 | 12811301 24 129 | 80 14
F 127 40 i 10 1.4 1] 9.6 1.5 | 120 [ 12.2 37 122 7.4 i3
H 42 |32 w3 121 {1wa] 26 0 33 | 33 35 [ 12 aa | an [EN
n 8O | 1510 0 125 | 140 | 127 | 118 | 33 0 02 | og [ 152 ] Ly | 4y 152
I 09 153 [ 126 [ 140 [ 12s]izo | 33 | 02 th w2 | 154 | L4 | 50 15.4
I DF | 154 | v28 | (4.3 | 1x0 | 122 | 35 | 04 | 02 0 52 w5 [ 52 15.6
K 160 | o7 | 2¢ | Y4 | 26 | 27 | 32| wsz2[1sa [ wsa) o [ 154 ws| no
L 10 153 [ 12l 1av f12e [ 122) 44 [ 1.3 [ 12 [ 158 15471 0 5.0 15.4
X1 55 1103 79 | 92 | 80 | 74 | 43 | 49 [ 50 [ 52 [ w0351 49 f 10.5
| & 16.0 .7 19 l.2 24 7 132 ] 152 153 ] 156 | 003 | 154 | 10.5 {
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one draws the togical connections, will get o huge number of intersections between

nodes that armves up to 91 links.

5.2 Traffic Requirement Analysis

GMRWUA facilities need many of traffic e.g veice, data, internet and control. se the

following points discuss all types of traffic that nceds in GMRWUA network.

5.2.1 Traffic in Telephone Networks (Veice Traffic)

An important aspect about the telephone network is that when you place a call and
vou are connected through the network, the voice circuit 1s dedicated to you until you
hang up due-to the circuit-switching -functionality.-[n ether words, the circuits along
your conneclion path are not released for use by another person until you are done. To
make this simple, we will assume temporarily that call ammives in a deterministic
fashion and that we are considering only a single voice circuit. Suppose that a call
armives at the start of an hour and the user talk cxactly for an hour. Thus, this user
occupies the circuit for an hour and no one ¢lse can use it. Now suppose the user talks
only lor 10 minutes and then hangs up. The circuit is free for others to usc for the rest
of the hour. [n fact, if another user arrives at that instant and occupies the circuit for ,
say 10 more minutcs, then a third user can s1an using the circuits 20 minutes into the
hour. Thus, if we slice the length of the calls to fixed !0 minute window, we can
accommodate six calls; this means we can have si1x arnivals per hour {using 10 minuics
each) as opposed to one arrival per user (using for the full hour for talking) while in

either case we just needed one circul.

Thus the determination of the traffic demand in the telephone network needs more
than the average call arrival rate. From the example of 10 minutes cach as opposed to
an hour-long call, it is clear that the traffic demand somehow also needs to take into
account the (average) duration of the call. So a good way to capture the demand

volume is to consider the product of call duration and average call arrival rate.
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In vur design we measure the call duration and found it cquals 3.6 minutes, this
value came from a questionnaire answered by GMRWUA management site for a one
month period as shown in appendix C, Table (C.1).

To estimate traffic for each node, we must know some parameters such as number of
calls per day per office (N), observation time (T), grade of service assumed equal 1%,
average call duration (H) and busy hour factor (BF assumed 33%)

For example traffic in node B where Number of user (Nu) =5, T=7 hours and H
measured and found it equals 3.6 minutes (from Table {C.1)), equal to .513 Erlang.
To know the number of lines or circuits that arc needed to carry the offered traffic
which resulted at node B, we use Erlang [3 Table (C.3). B (M, 0.515} at a probability
of blocking =0.01.Thus the number of lines = 4.

By the same way we can calculate the traffic and number of circvits for the other

nodes. The results are summyed as in table (5.2),

Table (5.2 Vaice traffic calculation, at 11=3_omin, B=0.011, 'T=7hrs, Iv=9

| Vaire Traffic
VOIP BW Ip
Khps

Node [ \
'7 No of Lines

A i 103 104l “ 19 1824 |

Mo of users " Erlang

[ B [ 5 | E 4 [—:«E
| C s I 03515 I[_ 1 | 34|
[ o I s [ o315 1 [ s |
I E_ | L o055 Q0 4 L T

1 1 1.03 _]| 5 I 480 |
[IF_L___UHS 4 I 4]

] 1I_T][____I 384 |
[ ) 20 I 206 :l 672 |
Il L s I 0.515 I 1 334

=

(S 1

l K I 20 il 206 7 |1 |
| L I 5 ] 0.515 I | ]
[ M I 30} I 3 8 | 768 |
L~ 1] 2.06 | 7 672
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Because VolP traffic uses Real-time Transport Protacol (RTP) to transport voice

traffic, ene can use the same principles to define the bandwidth on network links.
There arc some factors consider to define the BW and their effect on the BW of
voice networks. As some of the defined BW could be allocated to, voice coder,
number of samples per packet, voice activity detection and RTP header
COMPression.
So our assumption is based on G.711 voice codec {13} with specificatnions of
packet duration 10 ms and 80 bytes per sample and a call with only one sample per
packet. So the VOIP bandwidth = 96 kbps per call. By the same procedures we get
the values that arc shown in Table (5.2}

5.2.2 Traffic of Internet Networks (Data Traffic)

When a user employs applications such as email, the generated message 1s broken
down into smalter data packets for transporting over the intemnet. A large portion of
the internet applications uses the TCP/IP (Transmission control protocol / Internet
Protocol) stack. The end computers are responsible for breaking application’s
messages {c.g.. web pages, email) inte smaller packets on one end. and then re-
assembling them in the right order at the other end before handing it over to the
application; in the process, the two end computers are needed to insure that if a
packet is by chance lost somewhere, they need to work together Lo insure
notification of the lost packet and retransmission so that the message contemt 1s

comectly delivered to the application.

So we need to know the average packet size which is assumed to be 500 bytes per
packet for medium size and 40 bytes for small size [1], and the average packet
arrival rate is 20 packets per second.

Thus, by the above assumptions we get the up and download data rate of 6.4 and

80 Kbps respectively.
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For the data management traffic which is needed for all sites, we must know the

expected message length which is determined by site survey. The average message

length = 87 kbits, then the munagement data traffic equal to 0.05 Kbps per server,

where abservation time =7hrs, number of messages per day per server = 10 and

busy hour factor {BF assumed 33%). For example data traffic generated by node M

={.5 kbps. By the same way we get the results for other nodes, as in Table (3.3).

Table (5.3 Data wraffic estimation

1 .__ Data Tralfic _J
Modre

" Mo of Semvers * Daia Manapemeni Traffic kbps :—|
- | - : ]
[ B I 2 i .1 ]
.¢ [ 1 Il 0405 ]
D 1 r ! 0.4 |

B I 2] 0 |

F_ | a |~ 02 ]
o | ; I o —
[__H | 2 I ______ ol 1
I I 1 Il 0.2 ]
[ I i I il 0.015 |
| k1T N | 0.15 |
Ll I | 0.U3 1]
T m | 0 I 05 ]
N [ 3 [ 018 |

* Assumed as one server per olfice (Table C.2)

3.2.3 Traffic generated by SCADA system

In SCADA system there are four types of parameters that determine the amount of

data at cach remote site, so the data to be gathered can be as a little as one status

point or as much as several hundred status and alarm points as well as scveral

dozen meter totalizer points and several dozen analog values.
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To communicate, each status or alarm point requires one or tweo bits of data. Since
each meter or analog point will be transcribed to a binary word, each point requires
about sixleen bits.

For simplicity as well as for safety rcasons, it is better to select the largest RTU
when evaluating points. Multiply this point count by the total number of RTUs to
count of all data coming back from all RTUs. Because a conversalion is usually a
transfer of data in both directions, it is important to include the time taken for the
MTU ta1alk to each RTU. This will include both the ime for MTU to ask the RTU

for information and the time for the MTU to give other instructions to each RTU.

Table (5.4 SCADNA rallic estimation

SCADA Parameters

Nodes r Analog || Digital || Tatal _|| SCADA ‘I'raffic Kbps |
r Irp " VP ilE" ur ” P _Ianui ” Ozipul ]

[ A& Nz | sz J[ 300 [ 284 | 501 ][ 3% _H_ 320 || 22¢
C e L - JC - 0 — JC - 1C - - - l

IS N S T o T i

o ) _JC - 1C_- 1]l I - - 1 - ]
E_ 1| 52 27 [ e [ 2t [ a0 176
I i - W - -

I T T N R S A B
H_ L o0 w0 1035 [ 4 J_ vs 355 J[_ 7% | 338

o sy [ 12 [ se9 J[Tst [ esz )i mﬁml—l

- - M- ] )l |
12 4 a5 | 57 [ 3168 )| 366 |
6 I 126 U 33 ) 152 Ji o T 9me [ 256 |
|
|

— T 0 )b - e N - 28 -
L 266 74 [ 299 W 74 ) 192 | 43

At the design slage, the best way to tuke these two times (i.e. MTU and RTU) into
account is to evaluate what this point count is for the largest outgoing message and
then multiply by the number of RTUs.

This should provide a conservative result because the messages from MTU to RTU
are usually shorter than the messages from RTU to MTU. But in the design of
GMRWAU SCADA systern, we evaluate cach RTU individually, To estimate the
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traffic for SCADA nodes, we start from field device and apply 1EEE C37. 10
protocol to take the overhead into account [4]
From the above the average message duration cquals 80 bits per packet and
average arrival rate = 8 packet per second, then we can calculate traffic which is
generated by SCADA components, as in Table (5.4).

5.3 Demand Volume Matrix
Traffic volume between any two nodes which form traffic volume matrix or z

demand volume matrix must be determined. So we will start by collecting or

integrating the averall traffic application for cach nodc The results are summyed in

Table (5.3).

Table {5.5) Traftic Node Integration

Traffic Integration ||

SCADA J

loternet traffic kbps || Total Traffic khps

Voice Dara T'raific khps
Traffic || Traffic
kbps khps P || o l]’p]uﬂ\imnluad Up Down

| A " 1824 | 3 " 30 228‘ 6.4—" 80 J‘ 20614 2227

B34 g 01 - T - es T 80 | 3905 | 4641
[ C ][ 38a [To0s 328 jl272)l 64 80 [ 4177 ] 4969 ||
[ D[ 3 | o3 JI - JC - sa ]I s | 3905 ][440 )
[E J[ 383 i o1 [ 30 [z 64 | 80 [ 2082 | sS04 |
[ F J[ 386 [ 02 J - | - [ 64 J_ 80 [ 4866 ] 5602 |
G 384 o) [ - JL - e+ 18 1 3905 J[ 464.1 |
[CH ) 384 J[_oa [ 736 J(3361 64 || 80 | 4240 [ 5377 |
[T )62 Ji 0z |[a176] 40 ) _ea [ 80 [ 7186 ][ L1698 |
38 J oos J_ - )i - 64 ) 80 | 39045 ]| _a6di |
K 672 J 015 (3168|3661 64 | 30 | 7152 I 1069 |
I, 384 | 005 |[ 976 J[256] 64 J{__ 80 [ 4161 J[ s6t.7 |
[ M )| 768 J_ 05 22+ [ - I o4 T s || 775 ][ 10725 |
[N ] 672 f 045 I 192 J[ a8 ][ 64 | 80 | 7266 ][ 5442 |




With reference to Tahle (4.7) that shows the relation between nodes which are
reflected o points (1, 3, 5), in the 5 points scale since thesce points are to
determine the traffic flow between nodes and because GMRWUA nodes has

symmetrical function, so we usce two points 3 and 5 to determine the traffic flow.

Table (5.6) Traffic Flow Estimation

Total Traffic khps Tralfic Flow in kbps
Total
Nodes . Up Nown
Up Down | PGS 1 3 3 5
A 2061.4 2227 55 1124 187.4 121.5 202.5
B 390.5 4611 43 272 45.4 324 51
c 417.7 3060 1 06 51 36.3 60.6
L3 390.5 1641 39 30 50.1 359 59.5
" 4081 504 | 47 26 434 312 53.6
k 86,06 5602 41 36 ni3 41 (8.3
G 1905 1641 1 286 476 34 56.6
H 424.1 5373 47 27 45.1 343 57.2
I 718.6 1169.8 49 H 73.3 7.6 1194
] 39045 464.1 45 26 43.4 k]| jlL6
X 4152 1069 47 35.7 76 68.2 113.7
L 416.1 561.7 as 27.9 6.2 37.6 2.3
M — 10725 45 52 36 7.9 119
N 726.6 242 45 48.7 80.7 63.3 104.8

Because there are three types of node requircments that are voice, data and
SCADA, and all nodes need voice and data requirements, whereas, not all nodes
need SCADA as in Tables (4.4) and (4.5), the relation between nodes is taken3
when only voice and data are needed, and 5 means all requirements arc necded.

using Table {4.7), which shows the points distribution for each nede, the traffic
for each node is determined as in Table (5.6). Traffic flow is a measure of the

traffic intensity on any directed path consisting of an ordered sequence of
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network nodes and links, the traffic matnx s illustrated in table {5.7), where the
unit is Mbps. The upper half of the matnx s Upload, where as the lower half 13

Download as in Table (5.7).

Table (5.7) Traffic Matrix (kb/s)
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5.4 Location and Network Configuration

An important part of network design is to find the best way to layout the
compenents {nodes and links) 1o minimize cost while meeting a performance
criterion such as transmission delay and reliability. The communzcation network
topology should be at lcast a spanning tree technique to connect N sites (each site
connected network configuration to its nearest node), and each site is to be
connected by one or more links. The overal! configuration has been spanning tree
and no loop cycles with (N-1) number of links.

MST provides minimum construction cost for non existing infrastructure such as
ducting. tawers, building. For existing infrastructure it might be betier to use
minimum distance to node A (HQ).

Using an algorithm to design minimum spanning tree network with number of

nodes 14, as illustrated in the following steps:

1. Starl out with all unconnected {or isolated) nodes and no clusters as in Figure
(5.2a).

2. Consider the closest node to an unconnected node. [f the closest node is also
unconnccted, make the conncction between the two nodes. This step when
repeated for all isolated nodes will yvield either 1solated nodes or clusters of
connccted nodes as in Figure (5.2b).

3. Connect every isolated node to the clesest ¢luster by the shortest connection.

4. Conncct the two closest clusters by the shortest connectton as n Figure
{5.2¢c).

5, Rcepeat the preceding steps until only a single cluster (network) is Tormed as

in Figure (5.2d).
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Figure (5.2d) illustraics the conncetion between nodes which form bus topelogy
with maximum node degree 2, since this network docs not satisfy 2-connectivity,
where the connectivity of o network describes if a fully connected network is still
fully connected if one or more links fail. A network in Figure {5.2d) is hink 1-
connected where there is at Icast onc distinet path between each node pair in the
network. A failure of onc link aiready disconnects a link 1-connected netwaork.
So we will make some mutation in network configuration, by adding links
between nodes to improve reliability, Link added berween nodes M and B, where
the configuration appears as a ring topology. Thus we will get new configuration

as in Figore (5.3)

Figure (5.3} Network configuration afler mmutation

5.5 Network Performance Criteria

‘The selection of a route is generally based on some performance criterien. The
simplest criterion is to choose the minimum-hop roule (one that passes through
the least number of nodes) through the network. A generalization of the

minimum-hop criterion is least-cost routing. In this case, a cost is associated with
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each link, and, for any pair of attached stations, the route through the network
that accumulates the least cost is sought.

Table (5.8) shows the relative cost of all links, that is the product between link
lengih in km and link load traffic in Mbps.

So we will design an algorithm to handle routing of data between nodes in a
network of N nodes. The algorithin is based on the Forward Search Algorithm
{also known as Dijkstra’s algorithm). Each node in the network is assumed to

scrve M stations [11].

The algorithm computes the least-cost route between any pair of nodes (nodes (o
which source and destination stations are attached), and based on the following

assumptions:-

a- For min cost:
o The cost of the least-cost palh is the sum of costs of the links forming the path
¢ The cost of each link is the product of link distance and data rate of the link.
b- For min delay:
¢ The same algorithm can be used io set the delay of the link based on
propagation delay, so the minimum propagation delay is related the minimum
distance of the path.
¢- The algorithm will not consider links between stations and the nodes to which
they’re attached, because these hinks will always be part of the desired route as

they are the only links that connect the stations to the network.
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'T'able (5.8) Link Cost Matrix (km . Mbps)
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The algorithm is designed to handle any number of nodes: we will use a
network of {4 nodes to demonstrate the algorithm. The flow charl of the

algorithm is as given in Figure (5.4), where ;

Stant

Initialize
T={s
Linj=wis.nlfor n £«

.}

F

Find x & T provided that
Lic)=minfLii)),
el

¥

Addxta T
I={Tx!

L

Upidete Lo}
LinjeminfLin) Lx)+wix.ni}
ForagllneT

Fig. (5.4) Algorithm Flow Chart
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- = sc1 of nodes in the network

- 5= source node.

- T= thc sct of nodes for which the Icast cost path form the source is defined by
the algorithm

- wiiH=link cost from node { to node f; w(i,/}=0: wii}=infinity if the two nodes
are not directly connected.

- L (1) =cost of the least-cost path from node 5 10 node # that is currently known
to the algonthm
We will apply the algorithm on the network in Figure (5.3); where the input 1o

the algorithm is the source node s and the link costs matrix we get the least cost,

minimum distance (shortest path} to connect nodes.

The final configuration is defined in Table (5.9) which has overall cost = 166.6

(km.Mbps) and overall minimum delay = 108.7 psec.

Table (5.%) Optimum Network Configuration

Nodes inks Distance | Load Mbps Cost Delay
From | To I Km Up Daown Km.Mhps Hsee
A J I L1 0.8 1.8 2.2 12 2.60
J 1 [.10 0.2 2.2 2.7 0.98 (.66
1 H 19 02 2.4 3.0 1.08 0.66
H G LS 04 2.6 3 22 1.32
G F L7 g6 1.8 3 48.96 iz
F C L& 1.1 i.7 38 G.05 167
C E L5 .5 2.6 19 325 1.67
I g [4 1.6 2.3 35 076 5133
12 N 1.3 1.2 2.2 1.8 7.2 E|
R K 12 003 2.1 4.2 0.19 0.10
K B L.l 0.7 22 2.0 3.57 2.33
B M LI4 10.4 22 31 5%.1 34.67
hY | L L.13 49 1.8 26 21.6 19.3
k. A [.12 1.0 1.2 22 3.4 3.33

5.6 Network Dimensioning,

As we know the demand between all pairs of nodes, then we will dimension the

links between all nodes as in Fig. {(5.5). Since it consists of 14 nodes and 14 links,
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demand comresponding to pair of nodes. So before dimensioning the links we
musl citleulate the aceumulated demand related to network in Figure (5.3). Thus

the Demand Matrix for network of Fig.(5.3) is as in Table (5.10) units are Mbps.
Table (5.10) Demand Matrix of the Final Confipuration
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Figure (5.5 Link Dimensioning

5.7 Transmission Media Sclection
o Transmission media characteristics
The main issue and moest critical part in the network design 1s the backbone links,

which carry the main traffic between the nodes,
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Problems on this backbone will affect severely the performance of the network.
The sclection of appropriate transmission media belween different nodes is not an
gusy process. The network designers arc always confronted with different attractive
alternatives. The selection process depends on a se¢t of parameters some of them
according to technology and media charactensucs, and the others depend on the
sites and the physical route and terrain between them.

Table (5.11) Evaluation Scores of Dillerent transmission Media versus Fvalualion
Parameters that depemd on technology of transmission media {8]

Fiber MW link Pair pain

Evaluation parametersiscore optic

Availability of equipment 7 7 5
Capacily &up grading flexibility 9 7 |
Interfacebilily requirements 5 g 9
Reconfipuration flexibility 5 9 3
Diesign & link Engincering requirenients 7 5 9
Technology life ime 3 7 5
State of the art technoloyy 9 7 5
Security of information G 7 3
Total scores 56 58 4

In some situations, some parameters are dircctly omitted from the cvaluation process
such as the following sttuations:
a- Coaxial cable is no longer recommended in long distance inter-sites links, duc
10 cnormous advantage of {iber oplics over coaxial cables.
b- Satellite links may be used to provide service to distant and 1solated sites
coastal or desert.
We will cvaluate each transmussion media with respect to cach ecvaluation
parameters. A numerical result 13 obtained for ecach transmission media. The

mghest score corresponds to the first choice of appropriate transmission media.
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Table (5.12) Evalualion Scores of Dilferem Transmission Media versus Evaluation
Parameters that depend on the actual physieal links [8]

Fiber optic | MW link Pair gain
Evaluatlon
parametersiscore
Cost G 5 |
Operahion &maintenance 7 G L
reuirement
Spectrum availability 9 7 1
Implementation reguircment b 7 !
Terrain charactenstic 7 O 3
Interference & environment i} 7 |
efleet
Txeculion Ume 5 7 l
Taotal scores 55 5] 9
Table {5.13} Total Evaluation Scores
Transmission
. Fiber aptic MW link PPair gain
Media P : g
I'otal scores I 109 40

Although when it comes to optical fiber cables most of its cost comes from
gxcavation work. However with the GMRWUA project i.c where a pipe linc work
is underway, a fiber optic cable is laid in paralie]l with the pipe line which will
reduce the installation cost of optical fiber. This explam why as in table (5.13) we

notice that the highest scorc is given to fiber optic as a transmission media.
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CHAPTER VI

Results, Conclusions and Recommendations



6. Resulis, Conclusions and Recommendations,

0.1 Results & discussion
When connect the links between nodes will get the final configuration as in Fig.

(6.1), which is representing a ring topology with MST degree constraint.

Figure {6.1} Final Netwark Configuration

Thus by applying the algorithm on the network in Figure (6.1); where the input to
the algorithm is the source node s, and the link costs mairix we get the least cost,
minimum distance {shortest path) to connect nodes.

The final configuration has overall cost = 166.6 {km.Mhz), and the overall
miimum delay = 108.7 usec.

The demand between any pair of nodes resulted from node activities, as in the
Table (6.1).Figures (6.2a, 60.2b) indicates the capacities of links of the up load and
down load respectively.

Table (6.1) Demand between Nodes
Links L1 L2 |13 s L5 |Lé |7 LS JL |LIO|LLL 12| L1 L1
22120122 (33126 L7 LB |28 242218121822

Load | Up
Mhbps .
Down [2.9 |42 |38 (383913813331 (3027 (2222|2631

Distance km |08 | 0.2 |02 |04 |56 |11 |05 |16 1200307 1044910
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(b)

Fig. (6.2)
{a) Upload Network Dimensioning. (b) Download Network Dimensioning
This private network needs a gateway to connect to PSTN. At node A (Regional
Control Center), we will connect this network with the PSTN through node A
that represent the gateway of GMRWUA network, hence the traffic between all
the sites and nede A in the two directions will dimension the link between node

A and the PSTN as in Figure (6.3a, 6.3b).The link between Node A and the
PSTN is with a length of 24.2 km, and assumed to route 25% of the total traffic,
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then the capacity of up load 15 2063.8 kbps and capacity of down load is 2321.3
kbps.

- As there.arc many obstacles through this transmission routc as buildings, roads
and farms, then we supgest the expecled appropriate transmission media for this

link 1s 10 he Microwave radio link.

(b}

Figure (6.3)
(2) Up link Final Configuration, (t) Down link Final Configuration
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6.2 Conclusions

From previous results we conclude the following points:-

s The architecture of communication networks can be complicated, this is
transpired by not only the large number of nodes that can form a
particular network, but also dug (o the traffic and transport network.

= A traffic network needs a transport network to connect the needed links for
the traffic network.

« Where surveying all nodes {sites), knowing their functions and type of
services, the generated traffic by each node could be estimated, and can
computic the total traffic in bps at each site.

» By applying MST method we get a ring topology for backbone network
which form the final connection between sites.

¢ Dimcnsioning which result in number of links, it uses the traffic {low
between sites, where the traffic flow between (sites) nodes 15 determined
by knowing the relationship between them.

+ The optimum network topolegy has the lcast cost and minimum distance,
then by applying dijkstra’s algorithm to find the shortest path when know
the source(s} and destination {d), then the shortest path has the minimum
length among all possible paths connecting s 1o d.

¢ The final backbone configuration interconnecting these sites is & ring
topology that can provide a sufficient reliability which has an overall cost
cguals 166.6 km.Mbps and a time delay of 108.7 usec. The links of this
configuration are dimensioned with enough capacity to carry the traffic
between them. For example, capacity between node M and 1. is 1.8 Mb/s
for up load and 2.6 Mb/s as a down load, where this capacity comes by

detailed calculations of the requirements and a margin of 25% is added.
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6.3 Recommendations

¢ The designed network 1s an enterprise network designed to connect the
GMRWUA sites, but it’s possible to use it as a media to connect the
surrounding places (Villages) with Sirte city, where it is nceded 1o add some
extra capacily to the backbone network depends on the requirements of that
places.

¢ The main 1ssue and most critical part in the network design is (he backbone
links, which carry the main traffic between the nodes, Therefore it is
recommended to develop a model 1o evaluate and sclect appropriate

transmission media between different sites.
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APPENDIX-A
Network Design Analysis



A.l Data Stream Analysis

There are times when it s required to study the manner in which the
packets of a message become distnbuted in time over a shared
input/output transmission line when several local ports act as sources of

message streams in a packet assembler and dissembler (PAD), Figure A. 1.

1 o |
I .~ -+ N
i
" L]
. ° OUTPLUT 1.1

Figure A1 Merge operation involving several data streams

Assuming a first-in-first-out (FIFO} mechanism, identical speeds at both
the input and output channels, and effective output channel utilization less
than unity, one can show that cach message on the output link will
experiecnce some elongation in time. The average messagc expansion
factor (AMEF) is related to the average number () of slots {or packcts)
per message and the number (8) of active sources {or local ports). An
analytical solution was obtained through using computer simulation. The

resulting expression for AMEF is as follows:

AMEF =1+ [1- UN- IS+ VNS % p ... (A1)
Where
N = average number of packets {or slots) per message
§'= number of active sources of messages

£ = utilization of the shared channel
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Figure (A.2) plots several uscful curves relating AMEF to M and § and for
p equal to 1.

It is interesting to observe that the maximem valuc of AMEF is 2 for an
infinite number of active sources and large values of ¥. That is not intu-
itively obvious.

Of course the valuc of AMEF is reduced 10 1 for M=] and any S. And this
value is intuitively obvious. The result of Equation A.] can be used to
estimate the delays in receiving the entire length of a multipacket message

at the recerver.

1.2 v ——
| ' ‘
=y * ,
i.8 p— 1 .
/ v 4
3 . I ; sy
1.7 : | —' =
. * I
1.6
AMEF 1.5 -
1.4 8.0 ]
1.3 4
1.2 - y
3 Wumber of Dato Staoms .
1.1 # Appeoaching 1.0 { — 1™
I .
1 1 T T T T 1
1 2 ! 4 5 & 7 8 g 10

NUMBER OF PACKETS PER MESSAGE (N)

Figure A 2 Message expanston factor versus the number of puckets per
message and the number of data streams,

A.2 System Reliability Analysis
There are many occasions when it is necessary to compute the reliability

of a nodal subsystem or the entire network system. In order to achieve
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that goal, we must define several gquantitics, since relhiability can be

expressed in several ways,

I- System Availability

System availability is defined as the percenitage of time the system is

available for its assigned mission. It can be expressed as follows:
A=MTBFY/ {MTBF + MTTR)*¥100.....cooiiiniiiinin, (A.2)

Where

MTBF = mean time between systern failures

MTTR = mean time to repair a system failure.
The system can possess any arbitrary scope or size. [t could be a nodal subsys-
tem or the entire network system. The value of MTBF for nodal products is
generally supplied by the vendor. The vendor for a proposed system generally
estimates M'TBF of a network system, if required by the user. In every case,
the product is modeled as a collection of unique indivisible parts, cach part
model associated with a unique failure rate. Military standards cxist to aid in the
selection of such failure rates. Using such models, the MTBF of a product 1s
determined. Some of the models are discussed in the followimg paragraphs. The
values of MTTR are estimated using cxperimental data and some extrapolations
based on product maturity.
The prebability of a successful mission (or mussion reliability) during an

observed mission time T can be stated as follows:

R{E) = EXP [T/ MTBF] oo (A.3)

Where

EXP {x]= exponential function of x =¢"
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Probability of K failures during a mission time T can be expressed as follows:
PIK,T1=EXP [-N*[(Nak ]/ [KI]ooo (A.4)

Where
Ny = average number of failures during a mission ime T+ -~ -~~~
="/ MTBF
Each large system can be represented as a set of connected subsystems. The
reliability of the entire system is a function of the way the subsystems are con-
nected together and the manner in which the system functions together. There

are two ways the subsystems can be connected 1ogether to allow the system 1o

operate as a whole:

i. Series connection. The system requires all subsystems to function con-

currently.
ii. Parallel connection. At least one subsystem needs to function properly.
2- Reliability of a Series Type Redundant System

A large system can be modeled as a sct of subsystems connected together in a
series, as shown in Figure A3

The reliability of the entire system can be expressed as follows:

“E =2 L_______,E LI
HT BF rMT BF B HMTEBF
T T R HMT TR rMTTE P T TR

S sETEM
HMT HFE
MTTR

Figure A.3 System with Senes type redundancy.
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(MTBF ), = [i | # MTBF 17 R D |

i=3

(MITR ), = {[1 — A, )f A} (MIBF 1},

3- Reliability of a Parallel Type Redundant System

A system characterized by a parallel type redundancy is shown in Figure A4,

‘The reliability of a system employing paralle! type redundancy can be expressed

SYSTEM |_1 > -

|

Figure A.4 Sysiem with parallel lype redundancy.

as [ollows:

A, =1-JJu-4,)

1=1

2 1
{I"IITTR }, :[Z W]_l Y sax mms mEr o aEE o mak ”(AG]
=l i

(MTBF ), =1[A4, K- A *{(MTTR ),
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A.3 Computing Distance of a ‘Transmission Line

The monthly cost of any transmission link is generally proportional to its length.
Furthermore, the task of optimizing a netwark topology requires a large number
of computations related to finding the closest and the farthest nodes from a given

node. The distance between any two locations can be expressed as follows:
D12 =SQR [(VI-V2)2+ (HI-H2)2] kilometer............... {A.7a)

Where:
VI, V2 are the V-coordinates of the two locations
HI, H2 are the H-coordinates of the two locations

D12 = straight-linc distance between the two locations in miles

The distance D12 is never equal to the exact distance of the physical link
employed Lo connect the two CPEs of the customer. Equation (A.7a) 1s merely an
aid 1o quickly compute the distance for pricing a direct distance dialed {DDD)
telephone call or a leased line.

For couniries without such a coordinate system, the value of DIZ can be
expressed in terms of the readily available longitudes and latitudes using equation

{A.7h) as follows:

D12 = arccos [sin (LAT1)*sin {LAT2} + cos (LATI}*cos (LAT2) *cos (LNG2-
LNGI*6371.256 Kmeters .....ooooooiviiiennn (A.7b)

Where
LATL and LATZ are latitudes of the (wo locations LNG1 and LNG2 are the

longitudes of the twa locations,
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APPENDIX-B

Network Design Tools for Data and
Voice



B.1 Voice Networks

1. Traffic Analysis Tools
Traffic analysis is required to compute the performance of a CS voice
neiwork in terms of internodal blocking and the number of internodal circuits

as a function of the allowed blocking probability B.

= Erlang-8 Formula

The Erlang-B formula assumes (1) infinite sources are responsible for a steady
rate of random call arrivals, and (2) the lost calls are cleared as soon as they
are blocked and these calls never return. If a represents the offered ecall
intensity measured in Erlangs and ¢ is the number of servers, the blocking

probability B{c) is given by the Erlang -B formula :

B {c.,a ) = c ! e B

One can also compute the average utilization of the outlet AlL or Trunk bundle
that carries only a (1-B) Erlang. Such a gquantity represents the elficiency of
the nctwork facilities. The average utilization of the AL or TK {or server)

bundle is therefore as follows:

Figure B.1 for several curves relating average AL or TK {or server) utilization
to the number of servers. It should be emphasized that above equation

assumes an infinite number of traffic sources. The curves of Figure B. 1 clearly
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illustrate the desirability of larger bundles. Larger bundles always result in
higher ¢ffictency.

The curves of Figure B.! are very useful for interpreting the behavior of voice
networks. A network with heavy traffic on its facilities will generally exhibit
high efficiency. That is just fine for large users. A network with little traffic on
its facilities will generally exhibit low efficiency. This penalty should not be

acceptable to small users.

1 16 100 1000
Oftared Eangs (&)

Figure (B.1) Average Server Utilization Versus Offered Erlangs (A) far some Useful
Values of Blocking (13}

2, Network Performance Analysis Tools

There are occasions when several CS network systems must be compared
with one another in terms of their performance. This will require the
computation of network throughput and the GOS parameters described as

follows:
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e Effective throughput of the entire CS network system

« Total end-to-end connection time measured as the elapsed time between
the moment the last digit is dialed and the moment the destination ter-

minal is made busy
+ End-to-end blocking probability experienced by a call request
a- System Throughput

One way to compare a2 CS network system with another is in terms of the
iotal number of calls handled during a busy period. [f each CO type
network node handled only local calls, the throughput of the entire system
will be the sum of all CO nodal throughputs {Cs=C, + C; + C; +....). This
will also imply no need of tandem switches or trunks. In the other exireme,
it every CO type node handled only tandem calls, the total network
throughput Cs must be divided by a factor k that represents the number of
identicat CS nodes in the path of the call. The actual throughput of a

practical CS network system will be somewhere in between the twe limits.

b- End-to-End Connection Time

Another way to compare two CS network systems is to study their end-to-
end connection time distribution. The 1otal connect time can be cxpressed
as the sum of (1) processing time delays experienced by each network
node in the path of the call, and (2) sum of the delays experienced by the
signaling data on each inter-nodal link. Since the delay encountered In
each node and on each inter nodal link is a random variable characterized
by an average and a variance, the end-to-end connection time will also

exhibil randomness. [ts average and variance can be expressed as follows:
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L] L
Avg (Te )= 3 g (Tin )+ 3 Aw (T )
1= IE]

I L

Var (Tc ) = 3

Far (Tin ) + }j Var (TH )
J-.

Where:
T, = total connection time
Ave{ T.) and Var( T, ) are the average and variance of T,
T, = delay in the ith node
Ti= delay on the jth internodal link
N = total number of nodes in the path of the voice call

1. = total number of links in the path of the voice call

¢- End to End Blocking Probability

'Two CS network systems can also be compared in terms of their end-to-end
blocking probability. The blocking probabilities Bs experienced in the N

network nodes in the path of a call can be computed as follows:

Bs =1—[[ [ Bi1=1-[8,* By *occc.* By ) ernirne. (BA)

i=l
Or one can get a simpler relation for N*Bi<i:

Bs =B +8, +.... + B;.-=ZB- .................... (B.5)

B.2- Ddata Networks |2]
1- Tralfic Analysis Tools
Whereas traffic analysis for voice traffic is used to size AL and trunk

bundles in a voice network, traffic analysis for data must also be used to

size the AL and trunk bundles in a data network. In order 1o develop
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meaningful analysis tools for data, one must first understand the behavior
of data traffic.

Data traffic differs from voice traffic in many significant ways. Whereas
each voice call is charactlerized by its well-behaved service time, T,, data
traffic is generally very bursty in nature. Data traffic generally involves the
transmission of messages, both small and large, as required by the
associated protocol defined as the set of rules for interchanging data
hetween two communication devices.

Almost ail data applications employ store and forward
techniques involving delays. Consequently, data traffic analysis tools
can only be cxpressed in terms ol queuing theory.

Figure B.2 for a representation of two queues within a classical PS/MS
node. One queue represents the input process and the other represents

the oulpul process.

!
di I ) .
Gumus tar PaME Chrum 1t Culpul Ling
A3 Soliwain Kb pin AN m

Bmbyloa i | SerrcE Hurwar

| |

Fig (R.2) Queuing Mode) of a Typical PS/MS with Two- Stage Service.

Basically two types of queuing models are of intercst here. Each
model assumes a unique traffic model. The first type is characterized by
random arrivals, N servers, and negative expenential distributions of
the service times, Ts. 1t is defined as the M/M/N type traftic with
infinite sources. The second type of data traffic is characlerized by

random arrivals, N servers, and constant service times. It is defined as
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the M/D/N type traffic with infinite sources. These two types of traffic
determine delays in the queue within a PS/MS8 nodes and data

networks.
1.1- The M/M/N Quene Analysis

Most queues in a large network system employ more than one server
(iLe.. N > 1) to either handle a large number of requests for data
transmission or minimize delays experienced within the network nodes.
For the M/M/N type queue characterized by randem arrivals, negative
exponential service times and N servers, one can define the performance of
such a system by specifying the probability of delay exceeding a giver
value or by requiring the average wait time in the queue. Denoting the
traffic intensity by A (equal to N*p where p is average utilization of each
server} and average service time by T,, one can express several useful rela-

tions as follows:

Prob.(delay > T) ={Po) * Exp[- { N - A)T / Ts]

Avg( Tw )=Ts/{N-A}......delayed transacti ons only
Ave (Tw)=Ts*Po/(N-A}....... allransactions SR TLEPEPPRRIREELELEERLY {86)
Var(Tg) =| Ts"2 / (N - A Y2] *[Po (2-Po ) +{N - A )"2]

Where:
T, =Average service time, and
P, is the probability that delay is greater than zero. [15 value can be derived
by using,
Py = Prob (Delay > 0) = (B*P)/ [P-A{l-B)] for given values of N, A, and T,
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1.2- The M/D/N Queuc Analysis

The analysis of an M/ID/N type queuing system characterized by random
arrivals, fixed service time, and N servers is quite complex. The traffic
theory does not provide simple expressions for the first two moments of
the time spent in the M/ID/N type queue. There are simulated the M/I3/N
type queue for a large number server loads (p) and N. the following

expressions agree very well with the simulation resulis.

Prob(dela y > T) ={Po) * Exp[- 2{ N -A } T /T3]
Avg (Tq) =11 +[Po /2(N -A)} Ts

Y - I
Var (Tq) ={[1 /{N -A) 1]1*[Po /3-Po?/ 121} Ts® (87)

2- Network Performance Analysis Toots.

There are times when several network systems must be compared with
one another. This can be done by comparing their performance in terms

of system throughputs.
* Network System Throughput Analysis

The nodes of a WAN are generally interconnected by non-shared links
according to a well-defined topology. If every node of a WAN handled
only the local traffic, the throughput of the system will be equal to the
product of nodal throughput and the number of PS central offices. Such
an extreme case will require no intermodal trunks for user data. If each PS5
node handled only the tandem traffic, then the system throughput C of a

WAN can be approximately expressed as follows:
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where
C, = system capacity in packets or messages per second
N = number of identical PS/MS nodes in the network system

1.p = average number of nodes in the path of a packet or message

The data networks usually employ two types of nodes: (1} concentrator
nodes (i.c., PADs) that serve subscriber lines only, and (2) large

packet/message

Switching nodes. The above equation also assumes that a sufficient number
of concentrator nodes are available to handle the traffic intensities required
to achicve the network capacity, Cs. The voice networks, on the other
hand, employ two types of swiiching nodes: (1) CO type nodes for
handling the originating and destination traffic, and (2) tandem nodes for
handling only the tandem traffic.

The nodes of a local area network (LAN) are generally connccted by
means of a4 shared media. [n case LAN nodes are connected by separate
links, the LAN throughput can be computed using the same methodology
as used for WANs, The throughput of a typical LAN depends upon the
shared media capacity (Ro), number (N) of stations, interface delay Ty, and
type of access employed. Stuck describes a simplified methodology for
computing the throughput of a LAN based on the three well-known access
techniques and for two cases of interest; Case A, when only one out N
stations are active, and Case B, when all stations are equally active.

The peak throughput rates for Token Ring, Token Bus, and CSMA/CD

[LANs can be expressed for two special cases of interest as follows:
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1- Token Ring:

R,=L T, +T, +N*T)bps....... CaseA
R,= L NT, +Toy + T,/ Nlbps e Casefi

ey um

} (B.9a)

2- Token Bus :
R =1L /[Ty +N*(Ty +T,)bps ... Cased
P i w 7,000 N K1)
R,=L N7, +T +T,00ps s . CaselB
3-CSMA/ CD
R,= L M7 + T IS e i ~oCased | (5.9¢)
R, = Ly T + Ty + (267 ) * (T, + T, Ybps....CaseB '

where
Rp = peak average throughput rate in bps
T, = slot/ frame time =( 2Tp + Tin}
17=jam time for CSMA/CD = 48/R,q
T, = Propagation time on the shared media
Tinsg = Message transmit time over the shared media = (Lm+96)/Rg
Tifg = interframe gap time for CSMA/CD =9.6 microseconds
T, = interface delay time = 4 microseconds (token bus)
=1/Ry( for a LAN based on token ring)
L, = bits per message
c=271828

R = transmission capacity of the shared media in bps
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Table C.1

Number of calls in one month

No Noofcalls | Ohservation Calls per Hour | Notes
time (hour)

1 110 7 15.7 No of office = 13
2 120 7 18,6
3 120 7 i7.1
4 134 7 19.1
3 125 7 17.8
6 120 7 17.1
7 110 7 15.7
8 105 7 15.0
9 146 ¥ 209
1} 130 7 1E.6
11 80 7 12.9
12 142 7 2003
13 150 7 21.4
14 107 7 153
15 160 7 22.9
16 112 7 6
17 110 7 157
L& 137 7 19,6
19 70 7 1]
20 100 7 143
n a0 7 11.4
23 o9 i 2.9
24 120 7 17.1
25 119 ¥ 17
26 126 7 I8

Tutal ELERL) 16.9

Average call duration in minutes je No of calis per day per

office =190
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Table C.2
Representation of Communication Requirement of GMRWUA sites

Node |Re | O |[WSICr| S|SglM[CoTl Ac [ G UPS| TR
A I 60 ] 1 ! ] 6 in 2 103
B 2 i 1 4
C ] 1 1 ] 4
D 2 |1 1 T [ S
E | 2 l 4
F 1 | 4 ] | 1 10 | 1 19
g 2 ! | 4 ] g
H 1 2 1 4
[ 1 4 | l | 1 1 1 4 1 i 17
J ! 1 l l 3
K | 3 l 1 1 2 1 1 4 i 1 17
L. 1 1 | | 4
M ] 10 | 2 I ] 10 2 28
N 1 3 ] ] ! ] 1 3 ! l 14
l
J- Re —Reception 2- 0 - Office 3- W5 — Workshop
4- Cr - Cantrol room 3- 5~ Storage 6= 5 - Switchgear room
7- M - Mecting roem 8- Co —Coflec 9- G - Gale

10- UFS — Uninterruptible Power Supplier
12- TR - Total Requirements

112

11- Ac - Accommodation




Table C.3

Offered traffic flow in Erlang [12]

Loss Probability {(30)5)

" 0,007 60038 0.00w 0.01 0.02 | 0.03 0.05

| 0.00703 0.00806 | 0.00908 001010 0.02041 0.03093 003261
2 0.12600 0.13532 | L14416 (1.15259 {32247 0.281535 {.38132
3 {.39664 041757 1043711 (1.45540 060221 071513 0.89940
4 0.77729 [ 0.81029 | 0.84085 (.86742 1.0923 1.2589 1.5246
5 1.2332 1.2610 1.0423 1.3612 1.7623 21732 22121
6 1.7531 1.80G3 1.3610 1.90940 2.2755 2.5431 2.960)
7 21140 2 38M) 2.4437 2.5009 20154 31,2497 3.7378
3 29125 29802 30615 31276 nIN A9E0S 4543
q 35395 16274 1.7080 37825 4.3447 4.7479 53700
14 3.1%11 4.2889 | 43734 4.4612 5.0840 5.5294 61257
11 48617 49709 5.0691 5.1594 5.8415 H. 3280 1.0764
12 5.5543 56708 57774 5.8760 66147 71410 7.95H
13 6,2607 6, 3863 6.5011 66072 74015 736067 88349
14 6.9811 7.1154 7.2182 13517 §.2003 5.5035 0.7295
15 FARY 7.8568 7.9874 B.1080 2.0096 G650 10.633
14 2451 E.6002 B.7474 B.8750 08284 10,505 11.544
17 92119 83714 925171 DO 1656 11,368 1246]
& §.9751 10,143 10,296 10,437 11.4%] 12,218 13.385
19 10,747 10.922 11.082 11.230 12,112 13115 14.315
20 11.526 11709 11.876 12,031 13.182 13.207 15.249
21 12.312 12.503 12677 12,838 14.036 14.8K5 16,189
22 13105 13303 13,4584 13.651 14. 896 15.778 17.132
23 13.904 14,110 td, 207 L4474 15,761 16,675 1 BOED
24 14,709 14,022 15.116 15.295 16.631 17.577 19.031
25 15.519 15.739 15.939 16.125 17.505 15.48) 19985
26 16334 16.36] 16,786 16,959 19383 19,352 20,943
27 17.153 17.387 17.601 17.797 19.265 20305 21.904
28 17977 18,214 18,438 149,640 20, 150 21.221 22 En7
24 18,805 19.0353 19.274 19487 21.039 22,140 23833
10 19.637 19.891 20,123 20,137 21.932 23,062 24 802
40 28.134 25.45] 28.741 29.007 30,957 32.412 34 596
50 36 870 37.245 37.586 37.901 41,255 41.913 44.531%
6 | 45771 46.199 | 46,544 4,950 49 644 51.570 54,506

n- number of lipes
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C.4 - Program listing

A MATLAB program was developed (o fimplement this algorithm; this
program 1s designed to handle a network of # nodes.
where:
W an input mainx indicating the cost of link between all nodes in pair.
s an input indicating (he source node.
d: an input indicating the destination node.
cost : an cutput indicating the cost of the least-cost path
path: an output indicating the least-cost path between s and d.
The function code is indicated below:

lunction [xx,yy.M|=lcpai(s,d)
load a.dat

b=triu(a,1};

a=h'ta;

crd=]

184735.9222 3447304.3699
168902.8999 1448543 8774
171655.4679 3449762.9030
170043.0469 3448548 1354
171400.1964 3449329.2010
172425.3698 3450351.3465
181974.7256 3450541 4472
184017.7969 3447922 0668
184182 5018 3348023 1878
1843771967 3448028.4605
[G8849.8313 3349250.8644
184040.7614 3446600).3838
1791064199 3447300001 |
168R50.8211 1449253 8944
li
a=erd(cL 1)

y=crd{:,2);

N=gize(crd,1);

k=|;

we| ];

furn=1.N

x0=crd{k.1);

yO=erd(k,2);
dis=sqri({x-x0), 42+ y-v0)."2}:
welw diz];

k=n+l1;

end
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w300,
Cary Fay;
W
C
n=size{(C.1); %# of nodes
X=5;
N=l:n;
NEx)=[];
T=x,
i={),
while sizefN,1)-=0
iL=it+];
if it=1
=size(C,1);
for ii=1:L
M{iLi=Cix 1)
Yecalculate the path
if C{x,in=0
pralh {atii3=0;
elseif Clx,np==inf
path{itii}={]
clse
path{iLii} =[x n];
end
end
vlie
lor i=N
a=Ci{x,i)+M(11-1 x);
b=M(it-1,1);
ifa<b
M(it )=a;

pathliti}=[pathfit-1.x} i);

clse
Mt i)=b;
pathiti}=path{it-1,i};
end
for h=T
path{ith}=path{it-1,h};
end -
ensd
end
idx=ind{M(it, =0,
[* y]J=min{Midx;
x=idx(y);
ifit—=1
M{itT=M(t-1.T);
end
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T=[T x];
k=find{N~=x).
N=N(k},

el
xx=Min-1.4);
}'Y=Pa[h {]'I' I td } '
T

16



depy eAq] Uo suoueae] VD (170) amndig

.“ ) e - ' -
L . )
. . .a,__r.xx i
— wrpin] n T .u.".._. m.\ . = bezdnjuryf|
BT ot - 2 {:\ . 2L N OO L T
. D T u_uE_u}}E e ' ,slﬁﬁ._,{ﬁ ‘ S Teide,
k3 . ’ ] O e ICEE [E AR, ¢ - ) ot 4 L
' =~ ¢ e £4F s _ﬂ. \.v__ ) ’ L e AT e \.H._\.uc_
= 7 n_n-n_..u__un.... ... oA ;\.._.\. .n.ﬁwl.._..r.uh...n ,.. o ;.:..w._-.rl. ’ .._.._n_...._n}..u.,{...'.m %
IR necs mx ‘. PRl e ol e
= - . ' - \ s p ¢ .
A AT coe uf.w._. A f ?L hmf . _.M\ﬂmhﬂ.u A+ p
4 . . 1 - . ..... - o *
s o T e Q\ﬂ\ ﬂ..,_ﬁmﬁ . WO . .
- un..su,n_n o R A - o -y A W ¢ e umapy
e CERIRTIEL o S ol ?s?n....w% .
! PISU|{DAA A5 xﬁﬂdﬁﬁ_ﬂﬁ__ﬂgﬂr_:ﬁ ug.ﬂu PR ... - 4 : - )
e naa S0 L e i ai e en fre :m;z_ P
weld dEDd .E.:;.Nﬂ.. . .w.“ e PRI .#}ruﬁl L [39D wzﬁhu
ik G laas ndlad - e h ..rla.._:__.r_ g ﬁﬂ.ﬂnu..n.lJ.h-ﬁ:J e
1 © ¢ anqueel v | et T nm_un o
™~ - 1. T
Y e .M___.“._ﬂﬁ. g NN e g Dd y. oo m.. N ’
. i, 1F2re lllq._...-.__..r]l..ﬁl..tt..ﬂ " b i £ Y A v "
ﬂ . STLUVPEYD)
\ AN ey -
L BT Ne SR S T
S £ oriaely i - s .
’ . fa . A ....-.T__ -...-&r_. . | = . o Gﬂhﬁ.ﬂﬁﬂ . - o !
R G L. 1S . ...n._ﬁ.ELU :
j - bryng : -
ISR ) N e 1 T
¢ i, izeysuag - I Xafre
- A%
[ ey 5 L — O
. sy Y o @
YTy I..Ili:—u.a_n:d‘ . .Mjl.t.a.ﬁ. g
iy NHS.DW T ina a2k _—nnml-l—l .GA-I_._ﬂl._”rﬂr:‘_N

e ol L naldi

117



ST AR O NS L L

dey atug uo suoneao VM IND (70} amary

118



APPENDIX-D
SCADA Parameters Collection
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