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Abstract:

Network technologies are classified into one of three categories depending on
the size of the network; a Local Area Network | a Metropolitan Arca Network,
and a Wide Arca Network.

One way to cstimate the bandwidth requirements in a data communications
network is to identify how the users arc currently performing their work,
Important details that should be collected for cach and every group of users that
will use a new WAN are; The type and transmission rale of each node, The
nutiber of connecled users, number of connected hosts, Unsecured means ol
ingress, Routed protocols, The number of connected routers and the routing
protocols, Internct addressing schemes.

I'he Factors (o consider in selecting @ WAN depend on establishing a criteria

development of selecting the right WAN.

In this work position determination of all locations on geographical maps ol
sirte city requires using AUTOCAD program, where cach node requires 10
have voice. text and video. type services, then to produce node grouping and
final nodes. Next, analysis of all data in order to design an optimum network
using MATLAB program. Final traffic of final nodes, is calculated. lirlangs to
VOIP Bandwidth Calculator software, is also used as a Quick tool to find data

trafiic.

Loa¥

As. result of this research, we obtained an information network that conneel
all locations of the city to use most of GPTC paths, und o0 add some paths,

by proposing proper transmissions media o give a sulficient reliabilny,

Finally 1o conclude this work; as this is a practical type WAN, the

implemented methodology is recommended for other similar works.

Vi
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[LAN
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MAC
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Interior Gateway Routing Protocol
Integrated Services Digital Network
International Organization Standardization
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[nterr~*onal Telecommunication Union Telecommunication

Intesyinent Peripheral
Internctiwork Packet Exchange
[.ocal arca network

Link Access Protocel Balanced
Medium access control
Metropolitan Area Network
Moving Picture Experts

Open Systems Interconnection
Open Shortest Path First
Private Automatic Branch Exchange
Private Branch Exchange



PCM
PSTN
PP
PY(Cs
RIP
RTP
SINA
SDLC
SMIDS
TCP
UDp
VAD
VOATM
VOFR
VOIP
VPN
WAN
WLAN

pulse code modulation

Public Switched Telecommunications Network
Point-to-Point Protocol

permanent virtual circuits

Routing Infermation Protocol
Real-time ‘[ransport Protocol

System Network Architecture
Synchronous Data Link Control
Switched Multimegabit Data Services
Transmission Control Protocol

User Datagram Protocol

Voice Activity Detection

Voice over ATM

Voice over Frame Relay

Vaoice over IP
Virtual Private Network

Wide Arca Network

Wireless LAN
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Chapter 1

Introduction



1 Back ground

A network technology s classified into one of three categories. depending on the size
of the network.|§] A Local Area Network (LAN) spans a single building or campus. A
Muetropolitan Area Network {(MAN) spans a single city and A Wide Area Network
(WAN} spans multiple cities, countries, or continents. The key issue thal separaies
WAN technologies from LAN technologies is scalability - a WAN must be able 10
grow to connect sites that may be many thousands of kilometers apart. In addition, a
WAN must provide sufiicient capacity to allow compulers to communicate
simultaneously. A WAN 15 a data communications network that covers a relatively
broad geogruphic arca and often uses transmission facilities provided by common

carriers. such as telephone companics.[§]

One way 1o estimate the bandwidth requirements in a data communications network is
1o identify how the users are currenily performing their work: they should be
monitored to determine the following for each site. Tyvpe of communications session
(for example, bulk data transfer. online tansaction processing. Web  access,
videoconferencing. and so on): Frequency of use with the monitored period. Peak
utilization times: Peak utilization traftic volumes: average duration of each session.
Average number o bytes transmitted per session, and lrequently sccessed destinations
by cach user group. The above will help in estimating traffic: its peak and can set

required performance  -der load.

Important details that should be collected for each and every group of users that will
use a new WAN |17] are; The type and transmission rate of each node. The number of
connected users, number of connected hosts. Unsecured means of inuress. Routed
protocols. The number of connected routers and the routing protocols. Internet

addressing schemes,



The Facrors o consider in selectfng 1 WAN depend on establishing a Criteria
Development OF Selecting the Right WAN. This criteria will guide selection of
network technologies, determine the proper size of transmisson facilities, and drive
the topographical arrangement of the WAN. We can then consider the two Primary

aspects of wide area networking: technalogy and ropology.

Motive of WAN intra sirte city

Usually Intra -city network combines software: hardware of network infrastructure
It an essential tool Tor network-city suceess. Resource (hformation, Hardware and
soffware) sharing. Information Accuracy, Reliable and low cost Telephony
(VOIP).Procedural udministration and technjcal information that are used to be written
on paper can become part of the network, Communications that used to be verbal can

be done through E-mail. This ensures information accuracy, and case of F-mail use.

that can be sent, and use to IP Te ephony, that is VOIP which is a reliuble, and

mexpuensive phone service,

Many networking researches use the dumbbel (single hottleneck) scenario to
perform their stimulations. Simuiution may be the fastest way to implement these
ideas because various conditions. such as link bandwidth. loss probability. and
Jueving delay (delay jitter) can be casily specified. However, simulations are often
.00 simplified and ignore some details that may influence the results. Some well-
{mown aigorithms, si.., as TCP congestion control algorithms. has a lot of
mplementations, depleved i variouy operating systents. and has some different
issumptions from the original versions, which is implemented in simuinsiors.
lowever we have no eflicient way verifying their effectiveness against their
wiginal simulation results, Alter all, the purpose of networking researches is (o

eploy their ideas. We thus need to develop an efficient/cheapfrealistic toel 1o make

[}



things easier. Some companies may also find using this tool useful for developing

their products.

Flowever the tasks of elements of the technology. elements of the 1epologies. and
details of transmission reguirement, their protocols, ete which need to be interacted
and integrated form a case of non-lincar problem when it comes to a real siwation.
This again makes the topic of intra city data network design case study a potentiat

al the intended work to accomplish.

Now all administrations, university, hospital, airport and broadcasting slation, €1c.
have and used the computer all today but all these locations doesn't have a network

to inter-conneci offices. The majority of locations that are ¢connected with GPTC,
hiave a number of elephones and faxes, and they use mailmen and ears o distribute
letters and text information.

We can benefit from a WAN in sirie because in this network. shaning ol resources can
he done easily.  Resources are applications programs{such as word processing
packages ). data. printers. modems, cte. In a LAN environment. instead of needing 1o
install a word processing package on cach and every location | we need only 1o install
it once on a e server. This makes the package available to all. Similarly, instead of
buving each computer a low-cost printer. we can buy a few high-speed, hich-quality
prinmters thit arc accessible 1o all. Networks also provide reliabiliny: with multiple
connputers beneficiary, 4 oue goes down. we still have many others ta fall back on. In
the past. all data had to be accessed through a mainframe computer located in one data
center. This created a phenomena citlled a ™ bottleneck,” like water rushing through a
neck of a boutle when being emptied. Similarhy | the dala center bottleneck also
congested all the jobs that had te be processed through it. Today. processing can be

distributed over a network. Jobs can run at several locations and do not depend on the



performance of a single location. If ene host is down. jobs can be redirected to others.
Network  today give local departments more, that 18 o say in specilying what is
important and what is not. They know more about local issues than corporate

headquarters which may be kilometers away,

3 Previous Work.

To connect compuiers or LANs spread over a lurge geographical arca is now the arder
of the day. These wide area networks (WANs) may be private networks connecting
corporate oflices spread across the country or the globe, or they may be public
neiworks offering data services o the public.

X.25 Is used extensively In osatellite-based wide area networks. The typical
architecture of (he network is shown in Figure 1.1. At the sutellite hub, there will be a

packet switch (DCE) to which an X.25 host is connected. [4)

I 1
x5 Pagkel [, Salalite
Hos! Swlgh Hub

| — .

Fem-tz
..
| Tarminal
PG
I—

Fizure I 1z Satellite-based X.25 wide area neiwork.

Pesigning Campns Networks)l]
A campus is a building or group of buildings al! connected inio one enterprise network

that consists ol many local area networks (LANs), A campus is generally a portion ol



a company (or the whole company)} constrained 10 a fixed geographic area, as shown

in Figure 1.2,
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Figure 1.2: Example of a campus network.

The distinct characteristics of a campus environment is that the company that owns the
campus network usually owns the physical wires deptoyed in the campus. The campus
network topology is primarily LAN technology connecting all the end systems within
the building. Campus networks generally use LAN technologies, such as Elhernet.
Token Ring, Fiber Distributed Data Interface {(FDDL), Fast Gihernet, Gigabit Ethernet,

and Asvnchronous Transfer Mode (ATM).

In the past, network desigi.crs had only a limited number of hardware options-routers
or hubs---when purchasing a technology for their campus netwarks. Consequently. it
wis rure 10 make a hardware design mistake. Hubs for wiring closets and routers were
lor the data center or main telecommunicalions eperations. Recently. local-area
neiworking has been revolutionized by the exploding use of LAN switching at Laver 2

(the dara hink layer) to increase performance and to provide more bandwidih 10 meet



new data networking applications. LAN switches provide this performance benefit by

increasing bandwidth and throughput for workgroups and loeal servers. Newwork

designers arc deploying LAN switches out toward the network's edge in wiring
-

closets. As Figure 1.3 shows. these switches are usually instulled to replace shared

concentrator hubs and give higher bandwidih connections to the end user.
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Figure 1.3: Example of trends in campus design.

Trends in WAN Desipn]i]

Traditionally. WAN  communication has been characterized by relatively low
throughput, high delay. and high error rates. WAN conncctions are mostly
characterized by the 7=+ of renting media (wire) from 2 service provider 0 connect
WO or more campuses toge:er, Because the WAN Infrastructure is often rented from
a service provider. WAN network designs must optimize the cost of bandwidth and
bundwidth cllicieney. For example, all teehnologies and features used ta connect
campuses over a WAN are developed 10 meet the following design requirements:
Optimize WAN bandwidth, Minimize the tariff cost and Maximize the cffective

service to the ond users.



Recently, traditional shared-media networks are being overtaxed because of the
following new network: Necessity o connect 10 remote sites. Growing need for users
o have remote access 1o their networks. Explosive growih of the corporate intranets.

Inereased use of enterprise servers,

The trend in internetworking is to provide network designers greater tlexibility in
solving multiple internetworking problems without creating multiple networks or

writing off existing data communication invesiments.

Leased Lines and WANs|S)

An enterprise consisting of multiple offices in an wen vsually needs continuous
information access among sites. For this purpose a public network operator leases
cable pairs or optical fibers for the connection between offices (see Fieure 1.4). This is
often the most economical wav 1o interconnect LANsS when the distance is of the order
of a few kilometers. The line terminals shown in Figure 1.4 may be HDSL terminals
for copper cable or optical terminals for optical fiber depending en the required data
ratc and distance. [n the case of a long-distance connection. it is not economically
feasible for each customer to build its own dedicated physical connection. This would
require repeaters and separate cable paivs or fibers throughout the country. Instead the
required end-lo-end transmission capaciiy is leased from the core network of the lono-
distance network apery, +. For long-distance conneetions the operator uses the same
high-capacity optical transmizsion svstems that are used for the interconnections of

public exchanges in the network (sce Figure |.4).
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1 Objective of this work

To design a4 Wide Area Network Lo imter connect an intra city defined terminals
through finding the optimum topology and suitable scalable conliguration for the
current nodes whose generated (raffic depends on voice, duta and video, and to
imroduce a nelwerk algorithm to select proper transmission media to transport this

traltic by selecting a svitable routing mechanisim,

3 Design approach
To meet amd carry out (he objective, of this work. As the area of concern exceeds the
limit of one LAN, and definitely it will form a WAN. [n addition there are various

functions of concern of the different locations. and also variety of service are to be



provided. So using known existing approaches will not implicate a proper solution to
obtain. Therefore, the adopted approach takes mnto consideration the specific nature of
the area, and is given in the following steps:-

4. To call the locations that are near and can form a LAN. This LAN 1s calied a

Final node.

b. The lormed groups are 1o be inter connected |, and for this task minimum
distance 15 1o be adopted.

c. The existing GPTC local welephone cable network s 10 be studicd and the
formed groups are to be checked in their connections against GPTC suitable
lines.

d. The remaining uncovered group centers by GIFTC lines are to be served bv a
suitable digital transmission media.

e. The capacity ol each link whether existing or new will be studied through
a detailed affic calculaion for both voice and data, and then to add
video services as well,

f. The resulted WAN network will be a mix of GI'TC lines and new links to

be established: in addition the formed configuration has to guarantee

the targeted reliability.

» Scope of work
This rescarch work is divided into S-phases, as shown in figure 1.5
a. Phasc ) preparation. data collection and Meralure review.

To collect references thar are related 1o the network from library and internet. and

obtain Sirte maps that have each administration location in the city and GPTC maps



thit have paths that connect at! sites with GPTC and define type of switches { analog

swiltch_ digital switch ) aud imernet technique (dial up . ADSL).
b, Phase I: Node design to calculate amount of data at each node.

To number all locations{nodes) in the network by giving cach administration a
relerence number, and reduce the numbers by considering all positions that are near by
and can form LAN: next is to give a new number of a final node, and to continue the
process for all remaining locations, to obtain data by a questionnaire to employvecs of

each administration and also GI'TC technicians.
¢, Phase 2: Netwark dimensioning and Optimum configuration.

To measure Lhe distance between final nodes. 1o produce distance matrix. to divide ail
final nodes into groups and to connect them together depending on the relation in

chapter 6; then to analvise the groups to produce oplimum network.
d. Phase 3: Transimission mecia selection and possible optimization.

To utilize the GPTC media by using new technique, and if the path is not covered by

GPTC network, we can propose a proper transmission media,

e. Phase 4: To pul the work in its final form. and complete the writing of the

thesis,
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Figure 1.5 Flowchart of scope of work

Chapter’s Description

In the Second chapter a study is performed on the Characteristics and Topologies
of data Network that represent categories of Nelworks and Computer
communication network architecture and the types of network and their
hardware. to gether with ., “AN selection of technelogies and topologies. 1n the
Third chapter studying of Switching that represent point-to-point links, Circuit
Switching and Packet Switching is presented. Introduction of Integration
Technologies of Standards Technology of voice and data, Multiservice Access
Technologies.  Voice Over IP and Coding of Text. Voice. Image. and Video

Signals are introduced. and studying the Transmission Media of Guided



Transmission Media and Wireless Transmission is studied. Chapter Four is a
Study ol the methods calculations of  voice TraMe. duta traffic and video
traffic.

Inpui Data of Sirte Shabia is in the Fifth chapter and also gives some
iformation for Sirte City. and colleet all names of localitics for the whole city
and represented by nodes and manipulation in the nodes 10 produce the final
nexles of sirke city.

In chapter Six: generation of Groups. and their analvsis to produce optimum
Configuration, and to collect data in each location for Traftic calculations in
each path.

-

The Conclusion. and some Recommendations are given in the Seventh chapter.



Chapter 11

Data Network Characteristics and
Topologies



Data Network

2.1.1 What 1s netwoerk?

A computer communication network [10] is a collection of applications hosted on
differet machines and imterconnected by an infrastructure  that provides
communications among the communicating cntities. While the applications are
generally understood to be computer programs. the generic model includes the human
heing as an application. In fact, one or all of the “applications’™ that are

communicating may be human beings.

2.1.2 Types of Nehworks

We can divide telecommunications networks into categorics in many different ways. 1If
we consider the custaomers of networks and Lthe availability of services, there are two

broad categories: public networks and private or dedicated networks.
2.1.2.1 Public Netwarks

Public networks are owned and managed by 1elecommunications network operators
These netwark operators have a license w provide telecommunications services and
that is usually their core business. Any customer can be connected to the public
telecommunications network if he has the correet equipment and an agreement with
the network operator.

2.4.2.2 Telephone Net™ vk

The PSTN 15 the main puclic nelwork in use. Sometunes we refer its sorvice (o as
POTS if we want to distinguish ordinary lixed itelephone service from other services
provided by telecommunications networks today. In addition o voice communications
between fixed telephones. data can be substituted for speech with the help of a voice-
band modem. ISDN, introduced later, is considered the next evolwionary step atier

P’5TaN.



2.1.2.3 Maobile Telephone Networks
Mobile or cellular telephone systems provide radio communications over the local
access part ol the network, They are regional or national access networks and

connecied to the PSTN for long-distance and international connections.

2.1.2.4 Telex Neowork

This 15 a telegraph network that allows telepriniers 1o he connected by means of
special dedicated switches. The bit rate of telex is very slow. 50 or 75 bps. which
makes it robust. It was once widely used but its importance has been reduced as other
messaging systems such as eleetronic mail and facsimile have reduced its market

share,

2.1.2.5 Paging Networks

*aging networks are unidirectional only. Pagers are low-cost, lightweight

wireless communication svstems for conlacting customers without the use of voice.
Simple pagers just say “beep,” but sophisticated pugers can receive large amounts of
text and display the e-mail message on a sereen, The importance of paging svsiems
has been reduced in countries where peneiration of cellular svstems. providing rext-

messaging service, is high,

2.1.2.6 Private or Dedicated Networks
Private nelworks arc buii. d designed 1o serve the needs of particutar
organizations. They usually own and maintain the networks themselves,
Services provided are a tailored mix of voice. data. and. for example. special conliol
inforuation,

2.1.2.6.1 Data Communication Netwarks

Data communication networks are dedicated networks espeeially designed



lor the transmission of data between the offices of an organization. They can
incorporate LANs with mainframe computers feeding information to the branch
offices. Banks. hotel chains. and travel agencies. for exumple. have their own separate
data networks to update and distribute eredit and reservation information.

2.1.2.6.2 Virual Private Networks
It is very expensive for an organization to set up and maintain its own private network,
Another choice is to lease resources. which are also shared with other users. from a
public network operator. This virrwad private nemvork (VPN provides a service similar
1o an ordinary private network. but the svstems in the network are the property of the
network operator.
b eftect. a VPN provides a dedicated network for the customer with the help of public
network equipment. As companies concentrate more and more on their core
businesses, they are willing to outsource the provision. management, and maintenance
of (heir telecommunications services to a public network operator that has skifled
professionals dedicated to telecommunications,
The principle of VPN is used for voice services such as corporate PRN/PABY
netwarks. In this case the network that interconnects the offices of 4 company uses
(voice or 36/64 Kbps) channels from the public network that are leased trom a public
network operator.,
An impertant application of VPN is intrantel use. An intranet is a private data network
that uses open Tnterne. - echnology. Physically. an intrancl may be made up of many
LANSs at different sucs. To waterconnect these LANs. a VPN is established 1o provide

dati transmission between sites through the public Internet network.

2.1.53 Computer Communication Network Architecture[4]
The reference model has seven lavers. none of which can be bypassed conceptually. in

general. a laver is defined by the 1ypes of services it provides 10 its users and the



qualitv of those services. For cach laver in the 1SO/QOST architecture, the user of'a layer
is the next luver up in the hierarchy, except for the hichest layer for which the user is
an application. Clearly., when a lavered architecture is implemented under this
philosophy, then the quality of service obtained by the end user. the application. is a
function of the guality of service provided by all of the layers. Figure 2.1 shows the
basic structure of the OS] architecture and how this architecture is envisaged to
provide lor exchange of intormation between applications. As shown in the figure,
there are seven lavers: application. presentation. session. transport, network, daia link,

and physical.

Application A : Applicaiion B
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Figure 2.1 Liyered architecture for ISOSOST reterence mode
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Types of Networks and their Hardware

Broadly speaking. there are two 1yvpes of transmission technology that are in

widvspread usc. They are as follows:
« Broadeast links.
» Poini-to-point links.

Broadcast networks have a single communication channcl that is shared by all the
machines on the network. Short messages. called packets in certain conlexts, sent by
any machine are received by all the others, An address field within the packet specilies

the intended recipient.

Broadeast systems generally also allow the possibility of addressing a packet to all
destinations by using a special code in the address field. When a packet with this code
Is transmitted. it is received and processed by every machine on the network. This

mode of operation is called braadcasting,

In contrast, point-to-point networks consist of many connections between individual
pairs of machines. Te go from the source to the destination, a packet on this type of
network may have to first visit one or more intermediate machines. Often multiple
routes. of diflerent lengths. are possible, so [inding geod ones is important in point-lo-
point networks. As a veneral rule {although there are many exceptions). smaller.
geographically localized . ~nvorks tend to use broadeasting, whereas larger networks
usually are pomi-to-point. Point-to-point transmission with one sender and one

receiver is sometimes calied unicasting,

An alternative criterion for classifving networks is their scale. In Figure 2.2.we

classify multiple processor systems by their physical size[2]. At the top are the



personal area networks. networks that are meant for one person. For example, a
wircless network connecting a computer with its mouse, kevboard, and printer is a
personal area network. Also. a PDA that controls the user's hearing aid or pacemaker
fits in this eategory. Beyond the personal arca networks come longer-range networks,
These can be divided into local. metropolitan, and wide area networks. Finally. the

connection of two or more networks is cailled an internetwork.

Interprocessor Procossors Example
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Figure 2.2 Classilication of interconnected processors by seale,

2.1 Local Arca Networks [2, 7]

Local arca networks, generalby called 1LANS, arc privately-owned networks within a
single building or campus of up 1o a few kilometers in size. They are widelv used to
connect personal comp.ers and workstations in company offices and factories to
share resources {c.2.. printers} and exchanege information. LANs arc distinguished
from other kinds of networks by three characteristics: (1) their size. (2) their

ransmission technology, und (3) their lopology,

LANS are restricted in size, which means that the worst-case transmission lime is

ounded and known in advance. Knowing this bound makes it possible to use eorlain

- 20



kinds of designs that would not otherwise be possible. It also simplilies network

management.

LANs may use a transmission technology consisting of a cable 1o which all (he
machines are attached. like the wlephone company party lines once used in rural areas.
Triditional LANs run at speeds of 10 Mbps to 100 Mbps. have low delay
(microseconds ar nanoseconds). and make very few errors. Newer LANSs operate at up

to 10 Gbps.

LAN topologies define the manner in which network devices are orpanized. Four
common LAN topelagies exist: bus, ring, star, and 1ree. These topologies arc logica]
architectures. but the actual devices need not be physically orcanized in these
configurations. Logical bus and ring topologies, lor example, are commonly
organized physically as a star[7).

A bus topalogy is a linear LAN architecture in which transmissions from network

stations propagate the length of the medium and are reccived by all other stations.
Of the three most widely used LAN implemeniations, Ethernet!EEE §02.3

oy, which 15 illustraled in

=

c- g g
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networks including 100BascT implement o bus twpolo

Figure 2.3,

Figure 2.3 Local Bus Topolog)

A ring fopology is a LAN architecture that consists of a series of devices
connected to one another by unidirectional transmission links to form 2 sintale
closed loap, Both Token Ring/IEEE 802.3 and FDDI networks implement 4 ring

topology. Figure 2.4 a, depicts a logical ring topology.
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A star topology is a LAN architecture in which the endpeints on a petwork are
connected to a common central hub. or switch, by dedicated links. Logical bus

and ring topologies are often implemented physically in a star topology, which

is illustrated in Figure 2.4 b.

A tree topology is a LAN architecture that is identical to the bus topelogy,

except that branches with multiple nodes are possible in this case. Figure 2.5

illustrates a logical tree topology.

Figure 2.5 A Logical Tree Topalugy Can Contain Multiple Nodes
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2.2.2 Mctropolitan Area Networks

A metropolitan area network{ MAN} covers a cily. The best-known example of a
MAN is the cable television netwuork available in many cities, This svstem grew from
earlier community antenna svstems used in areas with poor over-the-air television
reception. In these carly systems, a large antenna was placed on top of a nearby hill

and signal was then piped to the subscribers’ houses.

Ta a first approximation, a MAN might look something like the svstem shown in
Fig.2.6. In this figure we see both television signals and Internet being fed into the

centralized head end for subsequent distribution to people's homes.
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Cable television is not the only MAN. Recent developments in high-specd wireless
Internet access resulted In another MAN, which has been stundardized as [EEE

802.16.

1
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223 Wide Areg Networks

A wide area network, or WAN. spans a large geographical area, ofien a country or
continent. 1t contains u collection of machines intended for running user (i.c..
application) programs, We will follow traditional usage and call these machines hosts.
The hosts are connected by 2 communication subnetl. or just subnet for short. The
hosts are owned by the customers {c.g.. people’s personal computers). whereas the
communication subnet is tvpically owned and operated by a telephone company or
Internet service provider. The job ol the subnet s to carry messages from host to host,
Just as the telephone system carries words from speaker to listener. Separation of the
pure communication aspects of the network (the subnet) from the application aspects
(the hosts), greatly simplifies the complete network design. In this model, shown in
Fig.2.7 cach host is {frequently connected 1o a LAN on which a router is present,
although in some cases 4 host can be connected direetly to a router. The collection of
communication lines and routers {(but not the hosts) form the subnet. which means the
collection of routers and communication lines that move packets from the source host

to the destination host.
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Figure 2.7 Relation between hosts on LANs and the subnel.

[n most WANs the network contains numerous transmission lines. each one
connecting a pair of routers. 1 two routers that do not share a transmission line wish to

communicate. they must do this indireetly. via other routers. When a packet is sent



(Tom one router to another via one or more intermediate routers, the packet is received
at each intermediale router in its entirely. stored there until the required output line is
free, and then forwarded. A subnet organized according to this principle is called a
store-and-forward or packet-switched subnet. Nearly all wide area networks (except
those using satellites) have store-and-forward subnets. When the packets are small and
all the same size. they are often calied cells. The packets are transported individually
over the network and deposited at the receiving host. where thev are reassembled into
the original messaoge and delivered 1o the receiving process. A stream of packets

resulting from some initial message are illustrated in Figure 2.8.
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Figure 2.8 A stream of packets {rom sender 1o receiver.

In this figure, all the packets follow tie route ACE. rather than ABDE or ACDE. In
some networks all packets from a given message must follow the same route: in others
rach packel is routed separately. Of course. I ACKE 1s the best route. all packets may
be sent along it. even il each packet is individually routed.

Routing decisions are made locally, When a packet arrives at router At is up to A (o
decide if this packet shy ¥ be sent on the line o B or the line to €. How A makes that

decision iy called the routing olgorithm.
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i WAN sclection, technologies and topologies

2.3.1 WAN requirements
As a data communications network WAN covers a relatively broad geographic area,
that often uses transmission facilities provided by common carriers. such as telephone
companies. WAN technologics generally function at the lower three layers of the OS5I
reference model: the physical laver, the data link laver. and the network layer. Figure

2.9_ illustrates the relationship between the common WAN echnologies and the OS]

model| 8].
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Figure 2.9 WAN Technologics Operaie at the Lowest Levels ol the O51 Madel

WANs are frequently wien for granted. Most users, and even some LAN
administrators. don't know whal's on the other side of the router connecting them 10
the WAN. Il the WAN was properly designed. implemented, and operated. 1t is
extremelv easy (o 1ake for eranted. 1t is always there and it always works. Therelore.
the very first step in selecting the right WAN must be to develop the right selection

criteria. Properly chosen. these criteria will guide sclection of network technologies.



determine the proper size of transmission facilities, and drive the 1opographical

! arrangement of the WAN.

2.3.2 Cniteria Development
One way to cstimale the bandwidth requirements is to identifv how the users are
currently performing their work. It there are existing networks being used, such as
N.25. asynchronous networks, or even modems, they can be invaluable sources of

information. They should be monitored to determine;

« Type of communications session (for example. bulk data transfer. online
transaction processing, Web access, videoconferencing, and so on)

»  Frequencey ol use

« Peak utilization times

» Peak utilization traffic volumes

« Average duration of each session

« Average number of bytes transmitted per session

» Each user groups’ frequently accessed destinations

These are vital pieces of information that should form the core of vour success criteria
as the right WAN will be able to accommodate the projected trafiic loads. In
combination. these data reveal how much wtrafiic wili be put on the WAN and when it
will be on the LAN. "1™ 2 s crucial 1o estimating the bandwidth required across every

iink of the nectwork,

Other important data that should be determined during this dati collection phase is the
tvpe of network performance needed. For example, will bulk dawa wransfer constitute
the majority of the traffic. or will iteractive videoconferencing he the primary

application? Is this situation likely to change in the near future? These two particular



applications have apposite network performance requirements[6]. Bulk data transfer
requires guaranteeing the integrity of the data delivered to its destination. regardless of
the time it takes to get it there. Videoconferencing requires the network 1o deliver
packets on tme. Damaged packets are as worthless as late packets: They are both
discarded. Thercfore. 1t is essential that the performance requirements of the
applications be factored into the WAN design. Another important piece of data that
should be detcrmined is the projecied aagregale traffic flow. These selection critena
are neither perfect nor complete, but they are an excellent start. Unfortunately,
collecting this data won't be quick or easy. In real life. "guesstimates” will likely be

substitured for hard facis.

Additionally, if there are existing LANs m use. they must be carefullv examined as
they will need to be interconnected by the proposed WAN. Imporlant details are:

« The type and transmission rate of each LAN

» The number of users connected to it

» The number of hosts connected to it

+ Unsecured means of ingress

« Routed protocols (such as [P, [PX. and so on)

«  Fhe number of routers eannected and the routing protocats used

{such as . "P. OSPF, IGRP. and so on}

« Internet addressing scheies



2.3.3 Technology

The WAN's technology base includes
« Transmission facilities
«  Channel Service Units and Digital Service Units
- Premise edge vehicles, such as routers and switches
« Internet addressing

» Routing protocols

Each of these technologies must be examined for their performance capabilitics

relative to the expected WAN traffic load and performance requirements,

2.3.5.1 Transmission Facilities

Transmission facilities that will be used 0 construct the WAN present the richest array
ol options for the network planner, These facilities come in a variety of sizes and
"flavors.” For example, point-lo-point private lines can range in size from 9.6 Kbps to
44,476 Mbps and bevond. These transmission facilities support a digital stream ol data
at a fixed and predetermined transmission rate. Thev can be implemented over a
‘ariety of physical media, for example, twisted pair or fiber-optic cabling. and can
even support numerous framing formats.

These facilities also vary *reatly in the manner that they provide connections. There
are two primary tvpes ol facilitivs: eireuit switched and packet switched. These two
encompass all types of facilities. although technological innovation may be blurring

their boundarics somewhat[6].



2.3.53.2 Intermet Addressing

An aspect of the WAN that must be carefully considered is the Internet (that is, Laver
3 of the OS! Reference Model) addressing that will be used. These addresses are used
to nceess ad exchange data with hosts on other subnetworks within the WAN. As
such. thev are a critical component to consider as vou select the right WAN for vour
USLTs.

Theoreticallv, il your WAN will not be interconnected with the Internet, these
addresses could be arbitrarily selected and function perfecily. This will reduce the
workload required to manage the Internet addresses within the WAN, and will prevent
duplicate addresses from being assigned[8j.

These addresses will be determined by the routable protoew] selected for use within the
WAN. Some of the possibilities are; 1Pv4, IPv6. IPX, and AppleTalk. Each has its
own unique addressing scheme. Thus. the choice of protocol determines the possible
address hterarchies thal can be implemented.

If vour WAN requires the interconnection of networks with dissimilar routed
protocols. you must have a gateway router ai the border of the dissimilar regions. This
router must be capable of calculating routes. forwarding route information. and

forwarding packets in both protocols.

~

2.3.3.5 Routing Protocols

Dymnamic routing protocols are uscd by roulers to perform three basic functions:
»  [JIscover . woroutes
«  Communicate the discovered route information to other routers

» Forward packets using those routes

There are three broad categortes of dynamic routine protocols: distance-vector. link-

state, and hybrids. Their primary differences lie in the way that they perform the first



lwo of the three aforementioned functions. The only alternative o dynamic routing is
stalic routing,

3.4 Topology

I'he topology describes the way the transmission facilities are arranged. Numerous
opologies are possible, each one oftering a slightly different mix of cost.

werformance, and scalabtlity.

“or example Hyvbridization of multiple topologies is usetul in larger and more

omplex networks.

vulti-tiered WAN can be hybridized by fully meshing the backbone tier of routers, as
hown in Figure 2.10 An effective hybrid topology may be developed in a multi-tiered
VAN by using a fully meshed topology for the backbone nodes only. This affords a
ault-tolerance 1o the network's backbone and can provide some of the hop-
ninimization of a full mesh network withoul experiencing all of its costs or incurring
ts [imitations on scalability.

‘ully meshing the backbone of a multi-tiered WAN is just one form of hybridized
opology. Other hvbrids, too. can be also highly effective. The key is 1o look for
opologies. and sub-topologies. that can be used in combination to satisfy particular

wetwaorking reguirements.
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Chapter ITI

Communication System Technologies



I Tvpes of switching techniques

3.1.1 Introduction
We can divide data connections throuch a telecommunications network into different
categories based on the principle of how the communications cireuit is built between
the communicating devices. Data cominunications through the telecommunications
network may use three basic different types of eireuits:
* Leased or dedicated: The cost of a leased line is fived per month
and depends on the capacity and length of the connecnon.
o Circuit switched or dial-up: The cost of switched service depends
on the time the service is used. the data rate, and the distance.
¢ Packet swiiched: The cost is often fixed and depends on the
interface data rate.
In some packet-switched networks. cost may depend on the amount of
ransferred data. Agreements with the service provider may specify other
parameters that intluence the cost, such as the maximum data rate or avernge
dantay rate.
For corporate data networks. the leased-tine solution is often atiractive when the LANS
of offices in a region need 1o be interconnected. The network operaior provides a
permancent circuit and the monthly cost is fixed and depends only on the syreed-on
daa rate. Over long distances, however. leased lines become expensive and swilched
service is ofien prefen. ® In such a service. several corporate networks share
transmission capacity and the ¢ost of the backbone of the telecommunications netwark
operator. Within the switched category there are two subcstegories. eireuit- and

packet-switched networks as shown in Figure 3.4
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Figure 3.1 Leased lines and ¢ireuil- and packet-switched networks.
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13.1.2 point-to-point links.

They provide a single, pre-esiablished WAN communications path from the
customer premises tlwough o carrier network, such as a telephone company. o a
remote network. Point-to-point lines are usually leased from a carrier and thus are
often called leased lines. For a point-to-point line. the carrier allocates pairs of
wire and facility hardware to your line only. These circuits are gencraily priced
based on bandwidih required and distance between the two connecied points.
Point-to-point links are generally more expensive than shared services such as

Frame Relay. Figure 3.2- illusirates a tvpical point-to-point Hink through a WAN.
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Figure 3.2 A Ty pical Peint-to-Point Link. through a WAN,
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3.1.3 Circuit Swiiching,

The distinguishing properiy of a circuit-switched connection is the existepce throughout
the Communication phase of the call. of an unbroken physical and electrical path
between origin and destination points. The path is established at call set-up and cleared
after the call, The path may Offer either one direction {simplex) or two-direction

(duplex) use. Telephone networks are circuit-switched networks.,

Circuit switching is a WAN switching method in which a dedicared physical circuit is
established. maimained, and terminated  through o carrier network  {or each
commuanication session. Circuit switching accommodates 1wo types of transmissions:
datagram transmissions and data-stream transmissions. Used extensively in telephone
company networks. circuit switching operates much like a normal telephone call.
Integrated Services Digitdd Network (ISDN) 15 an example of a circuli-swiiched WAN

technology, and is illustrated in Figure 3.3,
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Figure 3.3 A cireuit- sswitched WAN underegoes o progess simikur to that used tor a telephone eall.



.1.4 Packet Switching.

is 8 WAN technology in which users share common carrier resources. Because

sis allows the carrier 10 make more efficient use of its infrastructure. the cost to

e customer 1s generally much better thim with point-to-point lines. Tn a packet
witching setup, networks have connections into the carrier's network. and manv

.

astomers share the carrier's network. The carrier can then create virtual ¢ircuits
ctween customers' sites by which packets of data are delivered from one 1o the

ther throuch the network. The section of the carrier’s network that is shared is

fien referred to as o cloud.

Some examples of packet-switching networks include Asyachivonous Transfer Mode
{ATAMY), Frame Relav, Switched Multimegabit Data Services (SMDS), and X235,

Figure 3.4- shows an example of packet-switched cireuit,
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Figure 3.4 Packel Switching Transiors Packets Across o Carrfer Netwouk

Packet-switched networks . . specially designed for data communication,

Fhe source data are spht inw packets containing route or destination identilications.

I'he packets are rouled towards the destination by packet-switching nodes on the path

hraugh the network. The major drawback of the packet-switehed technuloey is that it

asually cannot provide a service lor applications hat require constant and low

Telay[8].



There arc two basic tvpes of packet-switched networks

o virtual cireuits

« datagram transmission
As ilustrated in Fioures 3.5 a.b:. In the case of virual circuits, the virtual connection
15 established at the beginning of each conversation or it is permanendy set up and
every packet belonging to a cerlain connection is transmitted via the same cstablished
route. The main difference between circuit-switched phvsical circuits and vinual
circuits 15 that many users share the capucity of the vansmission lines and channels
betswween network nodes if virual instead of physical circuits are used. At a certain
moment active users may use all the available capacity it other users are not
ransmitting anything. The complete address information is not needed in the packets
when the conneclion is established. Only a short connection identifier is included in
each packet to define the vivtual cireuit to which the packet belongs.
In true packet switched data communication with datagram. there is no dedicated
conmection between communicating  devices. Fach packet includes complete

destination address and is sent and routed independently. One example is the Internet.

Fackat sevinched dato transiar
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Fizure 3 3a packet swilched data transter with datagem.
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Figure 3.5b packei switched data transter with virteal circuit.

Permanent virtual cirenit exists (or virtual cireoit is established for conversation}. All
data 15 lransferred via the same path. {In the end the virtual circuit is refeased.} Each
packet includes circuit identitficanon. Capacity between nodes is shared by all users,

For examples frame relay and A'TM

Voice/Data [ntegration Technologies

3.2.1 Introduction

Voice/data integraiion is important to network designers of both service providers and
enterprise. Service providers are attracted by the lower-cost model—the cost of packet
voice Is currently estimated to be only 20 to 30 percent of the cost of a traditional
circuit-based voice network. Likewise. enterprise network designers are inwrested in
dircet cost savings associaled with toll-bypass and tandem switching. Both are also
interested in so-called "soft savings™ associated with reduced maintenance costs and
more ¢fficient networ!™ antrol and management. Finally, packet-based voice svstems
offer access to newly enhwtced services such as Unified Messaging and application
control. These, in turn. promise 1o increase the productivity of users and differentiate
services[11 ].

Integration of voice and data technologies has accclerated rapidlyv in recent vears
because of both supplv- and demand-side interactions, On the demand side. customers

are leveraging investment in petwork infrastructure to take advantage ol integrated

g a9



applications such as voice applications. On the supply side. vendors have been able 1o
take advantage of breakthroughs in many arcas, including standurds, technology. and

network performance.

3.2.1.1 Standards

Manv standards for interoperability for voice signaling have finally been ratified and
matured to the point of reasonable interoperability. This reduces the nisk and costs
fuced by vendors offering components of a voice/data system. 1 also reduces the risk
to copsumers. Standards such as H.323 {approved by the 1TU in June 1996), are now

- evolving through their third and fourth iterations.

3.2.1.2 Technology

Recent advances in technology have also enabled voice inmegration with data. For
example, new [igital Signal Processor (DSI) technology has allowed analog signals
to be processed in the digital domain. These powerful new chips offer wremendous
processing speeds, allowing voice to be sampled, digitized. and compressed in real
time, Further breakthroughs in the technology allow as many as four voice

conversations to be managed at the same time on a single chip. with even greater

pertformance in development.

3.2.1.53 Network Performance

Finally. data-networ!™ : technology has improved 1o the point that voice can be
carried reliably. Over the \ost few vears, growth in volce traffic has been relatively
smali. while data traffic has grown exponentially. The result is that data traffic is now
gredter than voice traltfic in many networks[11 ], In addition. the refative importance
of dita traffic has grown. as businesses and organizations come o base more business
practices and policies on the ubiquity of data networks. This increase in importance of

data networks has forced a tundamental change in the way data networks are

—
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engineered. built, and managed. Typical "best-effort” data modeling has given way 1o
advanced policy-based networking with munaged quality of servicu o support an ¢ven
preater range of applications. Voice traffic, as an applicalion on a data network. has
benefited greatly from these technologies. For example. support of delay-sensitive
SNA trallic over 1P networks resulted in breakthroughs in lateney management and

queuing prioritization. which was (hen applicd to voice trallic.

3.2 L Bconomic Advantages

It has been estimated that packet voice networking costs only 20 1o 30 percent ol an

‘cquivalent circuit-based voice network, Logically, this implics that enterprise users

can operate long-distance voice services between facilities at less cost than purchasing

long-distance voice services (rom a carrier. and iU's ofien true. For example. many
enterprise users have deployed integrated voice/duta technologies (o transport voice
over data wide-urca networks {WANs) between traditional PBXs across ditlerent
geographical locations.

[Mowever. savings associated with packet voice technologics don't stop with simple
trunsport. It is also possible to switch voice calls in the data domain more
economically than traditional circuit-based veice swilches. TFor large. multisided
cnterprises. Uie savings resull [rom wsing the data nelwork W act as a "tandem switch”
o roule  voice  calls  between  PBXs  oonoa call-by-call  Iuesis| T
The resulting voice network structure is simpler o administer and uses a robust. no

blocking switching fabric made up of data systems ut its core.

3.2.2 Multiservice Access Technologies] 2]
Multiservice netsworking is emerging as o stralegically imporlant issue for enterprise
and public service provider infrastruciures alike. The proposition of muluscivice

networking is the combination of alt tvpes of communications. all types of duta, voice.



and video over o single packet-cell-based infrastructure. The benefits of multiservice
networking are reduced operational costs. higher performance, greater flexibility.

integration and control. and faster new application and service deployment.

3.2.2.1 Packel Voicef12]

All packet voice systems follow a common model, as shown in Figure 3.6. The packet
voice transport network, which may be IP based, Frame Relay, or ATM, forms the
traditional "cloud.™ At the cdges of Uiis network are devices or components that can be
called voice agenss. It is the mission of these devices to change the voice information
from its traditional telephony form to a form suitable for packel transmission. The
network then torwards the packet dita to a voice agent serving the destinalion or

called party.
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Figure 3.6 The packet veice model.

This voice agent connection model shows that there are two issues in packet voice
networking that must be explored to ensure that packet voice services meet user needs,
‘The frst issue is voice coding—how voice information is transformed into packets.

and how the packets are used to re-create the voice. Another issue 15 the signaling



associated with identifving who the calling party is trving to call and where the called

party is in the network.

3.2.2.2 Pucket Voice Transport[I1]

Imegrating voice and data networks should include an evaluation of these three packet
: volce transporl technologies:

o Foice over ATAM (VoATM}

«  Voice over Frame Refav (VoFR)

« Foice over IP (Voll?)

There are also mixed solutions. including voice over IP. aver Frame Relav. and so on.
These arc illustrated in Figure 3.7 The fAeore shows that voice over A'TM and voice
over Frame Relay are primarily transport mechanisms between PBXs, while voice

over [P can connect all the way to the desktop.
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Figure 3.7 Mixed Solutions Including Vaice aver IP. Voice over Frame Relav., and so on.
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3.2.3 Voice Over 1P,

The vast majority of information exchanged over the public telecommunications
neiworks has been voice, The present voice communications networks. public
telephone and ISDN. use the circuit-switching principle. Circuit switching provides

good quality service and it does not require a complicated encoding algorithm.

3.2.3.1 VYoice Communieations over Cireuit- and Yacket-Switched Networks

The characteristics of data transmission are different from waveform-coded speech,

and the data networks that were developed to provide datu services utilize packet-
|swilched technologv. These technologics include LANS. Internet. frame relav. and
ATM. Packet-switched networks utilize network resources more cfficiently than
circuit-switched networks because the capacity in the network is dynamically shared
among all users. If there are no data to be transmitted berween two users, their share of
the data capacity is available for other users. This difference in the operaling principle
makes a packet-switched network superior 1o a cireuil-switched network when the data

rale per user is not constant| 3].

3.2.3.2 Applications for VolP.

The implementation of VoIl service is attraciive for subseribors beecause it reduces the
2081 of international and long-distance enbls and it is alsa altractive to 18Ps because i
would increase the usage T Internet services. The technology for VolP does not ver
rovide voice quality that is us good us a circuit-switched telephone netwark. but a ot
f activity is being aimed at developing protocels for the implementation of high-
uality voice service. Figure 3.8. shows three possible wavs to make 1elephone call
wver the Internet. In the frst application example, a telephone subseriber dials the

slephone number of the local cateway for an [P 1elephone service provider. The call

44



travels over the PSTN to the nearest gateway that acts as an access point to the
Internet. The service providers have their own telephone number prefix that connects a
customer to the right gateway. Then the caller enters the destination telephone number
and the gateway in the local office establishes a connection over the Internet 1o the
gateway in his remote office closest to the destination. Then the sateway in the remote
office calls the destination subscriber via the local PSTN. Internet routing and speech
processing is performed by the gateways and ordinary telephones can be used for the

call. Now the Iiuernet, instead of PSTN, carries a long-distance section of the call.
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“igure 3.8 Voice over Internet applications.



3.2.4 Cading of Text. Voice. Image. and Video Signals.
The information that has to be exchanged between two entitics (persons or machines)
In a communication system can be in one of the following Tormats:

o Text

* Voice

¢ Image

* Video
[n an clectrical communication system. the information is first converted into an
clectrical signal. For instance, a microphone is the transducer that converts the human
voice into an analog signal. Similarly. the video camera converts the real-life scenery
into an analog signal. In a digita) communication svstem, the first step is to convert the

analog signal into digital format using analog-to-digital conversion techniques,

3.2.4.1 Text messages:

They are generally represented in American Standard Code Jor informarion
Interchange (ASCIl). in which a 7-bit code is used (o represent each character.
Another code form called Extended Binary Coded Decimal huerchange Code
(EBCDICY is also used. To transmit text messages. tirst the wexi is converted into one
of these formats, and then the bit stream is converted into an electrical signal. Using
ASCIIL. the number of characters that can be represented is limited to 128 because only
| 7-bitcode is used, The ASCII code is used for representing many European languages
"as well. ASCH is the mo. widely used coding scheme for representation of text in
computers. Unicode has been developed to represent all the world languages. Unicode
uses 16 bits to represent each character and citn be used 1o encode the characters of
any recognized lunguage in the world, Modern programming languages such as Java
and markup languages such as NML supporl Unicode. [t is important 10 note that the

ASCIIl/Unicode coding mechanism is not the best way. according to Shannon, if we

- 16



consider the frequency ol occurrence of the Tetiers of a language and use small code
words for frequently occurring letters, the coding will be more efficient. However.
more processing will be required. and more deiay will resuli. The best coding

mechanism for text messages was developed by Morse[4].

3.24.2 VOICE
To transmit voice from one place (o another, the specch {acoustic signald is Brst
converted into an electrical signal using a transducer. the microphone. This electrical
signal is an analog signal. The voice signal corresponding to the speech "how are vou”
is shown in Figure 3.9, The important characteristics of the voice signal are given
here:
e The voice signal occupies a bandwidth of 4kllz. Though higher
frequency components are present. they are not significant, so a filier
1S uscd to remove all the high-frequency components above 4kHz. In

telephone networks. the bandwidth is limited to only 3.4kHz.

o The pitch varies from person to person. Pitch is the tundamental
frequency in the voice signal. In a male voice. the pitch is in the range
of 50-250 Hz. In a female voice. the pitch is in the range of
2000-400 12,

= The speech sounds can be classified broadly as voiced sounds and
unvoiced souny  Signals corresponding to veiced sounds (such as the
vowels a. e Lo, u) will be periodic signals and will have high
amplitude. Signals corresponding to unvoiced sounds (such as th. s, z,

ete.} wiil look like noise signals and will have low amplitude.



* Voice signal is considered a nonstationary signal, ie. the
characteristics of the signal (such as pitch and energy) vary. [lowever,
if we take small portions of the voice signals of abow 20msec
duration, the signal can be considered stationary. In other words,
during this small duration, the characteristics of the signal do not
change much. Therefore. the pitch value can be calculated using the
voice signal of 20msec. However. if we take the next 20msec. the

pitch may be different.
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Fipure 3.9 Speech waveform,

| Analog-to-digital conversion of voice signals can be done using one of wo

| technigues: waveform coding and vocoding.

3.2.4.2.1 Waveform Coding.

Waveform coding is done in such a way that the analog electrical sicnal can be

reproduced at the recciving end with minimum distortion. Hundreds of wavelom

coding technigues ha~ been proposed by manv rescarchers[4]. We will study 1wo
important waveform codu.,, techniques: pilse code modutation (PCA) and adaptive
differential prise code modhitation (ADPCM).

a. Pulse Code Modulation (PCAD
PCM s the first and the most widely used waveform coding technique. The 1TU-T

Recommendation G711 specilics the algorithm for coding speech in PCM format,



The sample values are sull analog values, and we can "quantize” these values into a
fixed number of levels. As shown in Figure3.10. if the number ot quantization levels is
256, we can represent each sample by 8 bits. So. 1 second ol voiee signal can be
represented by 8000 = 8 bits, 64kbits, Hence. for transmitting voice using PCM, we
require 64 kbps data rate. However, note that since we are approximating the sample
values through quantization. there will be a distortion in the reconstructed signal: this

distortion is known as quantization noise.
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Figure 3.10: I'vlse Code Madulatisn.

b. Adaptive Differential Pulse Code Modulation{ADPCM)

One simple modification that can be mode to PCM is that we can code the difference
between two successive samples rather than coding the samples directly. This
technique is known as {(DPCAL).

Another characteristic of the voice signal that can be used is that a sample value can
be predicted from past ~zmple values. At the transmitting side, we predict the sample
value and find the difference between the predicted value and the actat value and
then send the difference value. This technique is known as ADPCM. Using ADPCM.
voice signals can be coded at 32kbps withoul any degradation of quality as compared
to PCALITU-T Recommendation G.721 specifies the coding algarithm. Generallv. the

ADPCM coder takes the PCM coded speech dala and converis it 10 ARPCM data.



3.2.4.2.2 vocoding,
A radically different method of coding speech signals was proposed by H, Dudley in
19539, He named his coder vocoder. a term derived from VQice CODER. In a vocoder.
the electrical model for speech production seen in Figure 3.11 is used. This model is
called the source—tilter model because the speech production mechanism is considered

a fiher to model the voeal tractl and an excitation source. The

as two distinct entities
excitation source consists ol i pulse generator and u noise generator. The filter is
excited by the pulse generalor to produce voiced sounds (vowels) and by the noise
generator to produce unvoiced sounds {consonants). The vocal tract filter is a time-
varying filter—the filter coefficients vary with time. As the characteristics of the voice
signal vary slowly with time. for time periods on the order of 20msec. the filter

coethicients can be assumed 1o be constant.
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Figure 3.11: Llecwical model of speeeh production.

In vocoding techniques, ot the transmitter, the speech signal is divided into frames of
20msee in duration. Fach frame contains 160 samples, Each frame is analyzed o
check whether it is a voiced rame or unvoiced frame by using parameters such as
energy, amplitude levels. ete. For voiced frames, the pitch is determined.

For each frame. the filter coefficients are also determined. These parameters
voiced/unvoiced classification, filter coefficients, and pitch for voiced frames—are

transmitted o the receiver. At the receiving ond, the speech signal is reconstrueted

i
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using the electrical model of speech produciion. Using this approach, the data rate can
be reduced as low as 1.2kbps, lowever, compared to voice coding techniques. the
quality of speech will not be very goed. A number of techniques are used for
caleulating the filter coefficients. Linear prediction is the most widely used of these

lechniques.

3.2.4.3 IMAGE

To transmit an image. the image is divided into grids ealled pixels {or picture
elements), The higher the number of grids, the higher the resolution. Grid sizes such as
768 = 1024 and 400 x 600 are generaliy used in computer griaphics. For black-and-
white pictures. each pixel is given a certain srav scale value, if there are 256 gray
scale levels, each pixel is represented by 8 bits, So. 1o represent a picture with a grid
size of 400 » 600 pixels with each pixel of 8 bits. 240kbyies of storage is required. To
represenl color, the levels of the three fundamental colors—red. blue, and grecn—-are
combined together. The shades of the colors will be higher i more levels of each calor
are used.

For example. if an image is coded with a resolution of 352 x 240 pixels. and each
pixel is represented by 24 bits, the size of the image is 332 x 240 x 24/8§ =247 3
kilobytes.

To store the images as well as 1o send them through a commumication medium, the
image needs 1o be compressed. A compressed image oceupies less storage space if
stored on a medium such as hard disk or CD-ROM. If the image is sent through a
communication medium. the compressed image can be transmitted faster.

One of the most widely used image coding formats is JPEG lormat. Joint Photograph
Experts Growp (JPEG) proposed this standard for coding of Inages. The block

diagram o' WPEG image compression is shown in Figure 3.12,
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Figure 3.12: JPEG compression,

Compression ratios of 30:1 can be achicved using IPEG compression. In ather words,

a SU0KD image can be reduced 10 about 10kR,

3.2.4.4 VIDEO

A video signal occupies a bandwidth of 3MHz. Using the Nyquist sampling theerem.
we need 1o sample the video signal at 10 samples/msec. If we use 8-bit PCM., video
signal requires a bandwidth of 80Mbps. This is a very high duta rate. and this coding
technigue is not suitable for digital wansmission of video, A number of video coding
techniques have been proposed 1o reduce the data tate. For video coding. the video is
considered as a series of frames. At least 16 frames per second are required 10 get the

pereeption of moving video. Each frame is compressed using the image compression

techniques and transmitted. Using this lechaique. video can be compressed to O4kbps,
though the quality will not be very good.

Video encoding is an extension ol image encoding. As shown in Figure3.13, a serics
of images or frames. typically 16 10 30 frumes. are (ransmitted per second. Due 1o the
persistence of the eve. these discrele images appear as though it is a moving video,
Accordingly. the data rate for transmission of video will be ihe number of frames
muliiplicd by the data rate for one frame. The data rate is reduced to about 64khps in
desktop video conferencing systoms where the resolution of the image and the number

of frames arce reduced considerably[4]. The resulting video is generally acceptable for



conducling business meetings over the Internet or corporate intrancts. but not for

transmission of, say, dance programs, becausce the video will have many jerks.
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Fioure 3.13: ¥ideo coding throuch ftames and pisels.
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- Moving Picrure Experts Grom {MPEG) released a number of standards for video

coding. The tellowing standards are used presently:

MPEG-2: This standard is for digital video broadcasting. The daia rates are
3 and 7.5Mbps. The picture quality wilt be much better than analog TV. This standard

15 used in broadcasting through direct broadcast satellites.



PEG-4: This standard is used extensively for coding, creation, and
tribution of audio-visual content for many applications because it supports a wide

hee of data rates. The MPEG-4 standard addresses the following aspects:

+ Representing audio-visual content, called media objects.

« Describing the composition of these objects to create compound media
objects.

- Multiplexing and synchronizing the data.

e primitive objects can be still images, audie. text, graphics, video. or synthesized
cech. Video coding berween Skbps and 10Mbps. speech coding from 1.2kbps 1o
kbps. audio (music) coding at 128kbps, etc. are possible. MP3 {(MPEG Laver-3) is
- standard for distribution of music at 128kbps data rate, which is a pant of the
PEG-4 standards.

b video conferencing, 384%bps and 2.048Mbps data rates are very commonly used
obtain better quality as compared (o 64kbps. Video conferencing equipment that

pports these data rates is commercially available. MPEG-4 is used in mobile

i mmunication systems for supporting video conferencing while on the move. It is

ied also in video conferencing over the Internct.

ransmission Media

3.1 Guided Transmission Media

he purpose of the physical laver is 1o ransport a raw bit stream [rom one machine to
wther. Various physical media can be used for the acwual transmission. Each one has
; own niche in terms of bandwidih, delay. cost, and cuse of installation and
aintenance, Media are reughly grouped into puided media. such as copper wire,
vaxial cable and tiber optics.

n optical transmission system has three key components: the light source, the

ansmission medium. and the detector. and have advantages include ligh
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ransmission capacity: Low cost; Tolerance against external interference; Small size
and low weight; Unlimited matenal resource and Low atienuation.

A fiber optics can be used for TLANs as well as for long-haul transmission. afthough
tapping into 1t is more complex than connecting to an Ethernet. One way around the
problem is (o realize that a ring network is really just a collection of point-lo-point

links, as shown in Figure 3.14,
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IFigure 3.14 A Tiber optic ring with aclive repeaters.

3.2 Wireless Transmission

Mobile users need to be on-line all the time. For these mobile users, twisted pair, coax,

and {iber optics are of no use. They need to get their hits of data for their laptop,
notebook. shirt pocket. palmtop, or wristwatch computers without being tethered to
the terrestrial communication infrastructure. For these users. wireless communication
11s the answer. Some people believe that the future holds onlv two kinds of
communication: fiber and wireless. All fixed (i.e.. nonmobile) computers, telephones.
taxes. and so on will use fiber. and all mobile ones will use wireless. Unguided media

indude radio, lightwave. satellites and mebile communications.
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Chapter IV

Basics of Traffic



Introduction to Teletraffic Theory]3]

Telecommunication networks, like roads. are said (o carry traftic.

consisting not of vehicles but of telephone calls or data messages. The more traffic
there is. the more circuits and exchanges must be provided. On a road network the
more cars and lorries, the more roads and roundabouts are needed. In any kind of
nctwork. 1" traffic excecds the design capacity then there will be pockets of
congestion. On the road this means traffic jams: on the elephone the frustrated caller
receives frequent 'busy tones': in a data network unacceptably long ' response times'
are experienced. Short of providing an intinite number of lines. it is impossible 1o
know in advance precisely how much equipment to build into a telecommunications
network o meet demand  swithowt congestion. However. there s o teol for
'dimensioning’ network links and exchanges,

It is the rather complex statistical science of ‘teletraffic theon (sometimes called '

ieletrafiic engineering’).

4.1.1 Tefecommunications Traffic
Traffic is the term to describe the amount of telephone calls or data messages
conveved over a telecommunications network. but this

Could cover any number of different scientitic definitions. Possible definitions of

traftic include
+ T'he total number of calls or messages,
» T'he total conversation time (i.e. the number of calls multiplied by
The conversation time on each)
» The total circutt holding time. This is the number of calls muliiplied by the
holding time on each: the holding time includes the time periodod  during

which the parties are in conversatton and also the time prier 10 conversation

LAy
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when the call is being set-up: holding time is the total time for which the
network is in use.

¢ The total number of data characters conveyed,

4.1.2 Trattic Intensity (Circuit-Switched Networks)

The tratTic intensity of a circuit-swilched network is defined to be the average number
ot calls simultancously in progress during a particular period of time. 1t 15 mieasured in
units of Erlangs.

Thus an average of one call in progress during a particular Period would represent a
traffic intensity of one Erlang. The traffic intensity on anv route between two
exchanges can also be quoted in Erlangs. Tt is measured by first summing the total
holding time of alt the circuits Within the route and then dividing this by the time
period . over Which the mcasurement was made. In some countries, including The
United Siates. traffic intensity is measured not in Erlangs but in units called CCS
(hundred call seconds). CCS is a measure of the total call. Holding time during the
network or route busy hour. The two units. CCS and Erlang are very simply related
because one Erlang = 3600 call seconds = 36 CCS

The definition of traffic intensity is not restricted to traffic between exchanges, cross
exchange traffic (that passing across an exchange from incoming ports 1o outgoing

ports) can also be measured and quoted in Erlangs,

i 4.1.3 The Traflic mtensity Formula
Oty text step 1s 10 develap the formula for waflic intensity, as a Basis for subsequent
diseussion of the Erlang method of network dimensioning. Recapping in mathematical

terms, the wraftic intensity is given by the expression.
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the sum af circit holing times

[raffic intensitv({carried traftic)= . — .
) the duration of the monitoring period

Now let

A =the traffic Intensity in Erlangs.

T = the duration of the monitonng period.

i = the holding time of the ith individual call.

¢ = the total number of calls in the period of mathematical summation.

Then, from above

Now, because the sum of the holding times is equal t¢ the number of calls multiplied

by the average holding time, then

Y oho=ch (4.2
1

where

h =average call holding time, and therefore

................................

[t is interesiing 1o calculate the call arrival rate. in particular the number of calls
expected 10 arrive during the average holding time.
Let N be this number of calls, then

N =no, ol cull arrivals during a period equal to the average helding time

N=hx call arrival rate per unjt of time

N =hxoT
N=ch/fT= A
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In other words. the number of calls expected to be generated during the average
holding time of a call is equal to the traffic intensity {A).

This is perhaps a surprising result, but onc which sometimes proves cxtremely

valuable[3].

4.1.4 Dimensioning Circuit-Switched Networks
The fulure circuit requirements for each route of a circuit-switched network (i.e.
telephone, telex. circuit switched data) may be determined.

This can be carried by using Erlang loss for made given by:

A
BAM A )= r——— i, (4.4)

Z A ES kD
where,
B{M . A )=Proportion of lost calls, and probability of blocking

A =available number or circuis

A = otfered raffic intensity

From equation (4.4). We do so by substituting the predicted oftered wuflie intensity

AL and using trinl-and-error values of M

To determine the value which gives a slightly better performance than the targel
blocking or grade of service B. A commonly used grade of service for interchange
traftic routes is 0.01 or 1% blocking. 1t 15 not an casy task by dircet caleulation 1o
determine the value of M (circuits required). and for this reason it is usual to use either
a suilably programmed computer or @ set of traftic tables.

In recent vears. numerous authors and organizations have produced moditied versions

of the Frlang method. more advanced and complicated techniques intended to predict
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accurately the traffic-carrying capacity of various sized circuit groups for different
grades of service. All have their place but in practice it comes down to finding the
most appropriale method by trying several for the best fit for gIven circumstances,

Table 4.1 illustrates a tvpical trafiic tble.

Int the middle of the table. the values represent the maximum offered Erlang capacity
corresponding 1o the route size and grade of service chosen. Thus a routs of four
cireuits. working to a design grade of service of 0.01. has a maximum offered traffic
capacity of 0.9 Erlangs. We can also use Tuble 4. to determine how niny circuits are
required 1o provide a (.01 grade of service, given an offered traffic of | Erfang. In this
casc the answer is five circuits. The maximum carrving capacity of five cireuits at 1%
grade of service Is 1.4Erlangs, slightly greater than needed. but the capacity of four
circutts is only 0.9 Erlangs.

The problem with traffic routes of only a fow circuits is that only a small increase in
teaftic is needed to cause congestion. [t is good practice thetelore 1 cnsure that a

minimum number of circuits (say tive) are provided on EVery roge,

Table 4.1 A simple Erlang traffic 1able

Number of Grade of service (B{(M. A)) |
circuits M 0.020 0.010 0.003 0.001

| 0.020 0.010 0.005 0.001

2 0.22 0.13 J 0.105 4.036

3 0.60 0.15 | 0.35 .19 [
] i 0.9 0.7 0.5

5 [7 1.t H 1.8

g 2.3 E i 1.6 1.1

7 2.9 2.5 | 2.2 16

8 3.6 3.2 | 2.7 2] |
9 | 13 38 | 3.5 | 25

10 | | 4.3 } 1.0 2.1

Il | 3.8 52 I 1.6 3.6

12 ! 6.6 5.9 l 3.3 32

il



The information in Table 4.1 is sometimes presented graphically. and Figure 4.1
illustrates this. The traftic offered in Erlangs is usuvally plotted along the horizontal
axis. and the circuit numbers up the vertical axis. A number of different curves then
correspond to different grades of service, To determine how many circuits are required
for a given offered traffic. the offered Erlang value is read along the horizontal axis,
then a vertical line is drawn upwards to the curve corresponding to the required grade
of service, and a horizontal line is drawn from this point to

the vertical axis, where the circuit requirement can be read.

CarCi T guire e / / / /
1

Catres resesent
—— T lasl 2am in 53 Igos DO}
7L 1 boat sail o MO {gen @ &1
il am F30 dges & DAS)

I'ent

L] I
E ‘/a 1lest calt om WECD {gos 0 Q1)

| 177

"-\._“_H
/ - Inrennded grads af service
betier than 0,04

.,

I 7T Gffered waffic af | erlang

r z 3 3 5 £ T CRpACUY U LT ensY arlavpt

Figure 4.1 Graphical representation of the Erlang tormula



Traffic Analysis Overview[15]

Networks, whether voice or data. are desioned around many different variables. Two
of the most important factors that vou need to consider in network design are service
and cost. Service Is essenhal for mainiaining customer satisfaction. Cost is alwavs a
factor in maintaining profitability, One way that vou can factor in seme ol the service

and cost elements in network design (s to optimize cireuit utilization.

Network designers need a way to properly size network capacity, especially as
networks grow. Traftic theory enables network designers 1o make assumptions about

their networks based on past experience.

Traftic is defined as cither the amount of data or the number of messages over a circuit
during a given period of time. Traffic also includes the relationship between call
attempls on traffic-sensitive equipment and the speed with which the calls are

completed.

Traftic analysis enables you to determine the amount of bundwidth yvou need in your
circuits for data and for voice calls. Traffic enginecring addresses service issues by

enabling vou to define a grade of service or blocking factor. A properly engineered

network has low blacking and high circuit utilization. which means thal service is

increased and your costs are reduced.

There are many different factors that you need to 1ake into account when analvzing
traffic, “I'he most important factors are described i the following sections| 15]:

+ Tratfic Load Measurement

«  Orade of Service

«  TralTic Tyvpes

o Sampling Methods



Of course, other factors might aftect the results ot traffic analysis calculations. but

these are the main ones. You can make assumptions about the other factors,

Applyving Traffic Analysis to VoIP Networks[13]

Because VolP traffic uses Real-time Transport Protoco! (RTP) 1o transport voice
trafbic, you can use the same principles to define the bandwidih on your WAN links.
Therc are sotne challenges in defining the bandwidih, The considerations discussed
will affect the bandwidth of voice netwerks:

» Voice Codecs

«  Samples

« Voice Activity Detection

»  RTP Header Compression

4.3.1 Voice Codecs

Many voice codecs are used in 1P telephony. These codecs all have different bit rates
and complexitics to them. Some of the standard voice codecs wre G711, G.729,
G726, G.723.1. and (3.728. Available voice-enabled routers and access servers
support some or all of these codees.

' Codecs impact bandwidih because they determine the pavload size of the packets
transferred over the IP leg of a call. (n voice gateways. you can configure the payload
“s1ze 1o control bandwidih. By increasing payload size, vou reduce the total number of
packets sent. thus decreasing the bandwidth needed by reducing the number of headers

required {or the call.

4.3.2 Samples
The number of samples per packet is another fuctar in determining the bandwidth of a

voice call. The codec defines the size of the sample but the total number of samples
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placed in a packet affects how many packets are sent per second. So. the number of

samples included in a packet affects the overall bandwidth of a eall.

For example, a G.711 10-ms sample is 80 bytes per sample. A call with only one
sample per packet would vield the Tollowing:

BO bytes + 20 bytes IP + 12 UDP + 8 RTP = 120 bytes per packet

120 bytes per packet * 100 pps = (12000 * § bits}1000 = 96 kbps per call.

The same call using two 10 ms samples per packet would vield the following:

(80 bytes * 2 samples) + 20 bytes IP + 12 UDP + § RTP = 200 bytes per packet

(200 bytes per packet) * (50 pps) = (10000 * § bits)/ 1000 = 80 kiyps per call
The results show that there is a 16 kbps difference between the two calls. By changing
the number ol samples per packet, you definitely can change the amount of bandwidth
a call uses. but there is a trade-off, When vou increase the number of samples per
packel. you also increase the amount of delav on each call. DSP resources. which
handle each call. must buffer the samples for a longer period of time. You should keep

this in mind when you design a voice network,

4.3.3 Voice Activity Detection

Typical voice conversations can comain up o 33 to 30 percent silence. With
traditional. circuit-based voice networks. all veice calls use a fixed bandwidih of
164 Kbps regardless of how much of the conversation is speech and how much 1s
silence. With VoIP networks. all conversation and silence is packetized. Foice Aetivity
Detecrion (VAD) sends RTP packets only when voice is delecied. For ValP
bandwidih planning. assume that VAD reduces bandwidth by 33 porcent[15].
Although this value might be less than the actual reduciion. it provides a conservative

estimate that takes into consideration different dialects and language patterns.

[
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4.3.4 RTP Meader Compression

All VoIP packets have two components: voice samples and 11YUBRP/RTP headers.
Although the voice samples are compressed by the digital signal processor (DSP) and
vary in size depending on the codec used. the headers arc always a constant 40 bytes.
When compared to the 20 bytes of voice samples in a default G.729 call. these headers
take up a considerable amount of overhead. By using RTP Header Compression
(cRTP). which is used on a link by link basis, these headers can be compressed 1o 2 or
+ bytes. This compression can offer substantial VoIP bandwidih savings. For example.

a default G.729 VoIP call consumes 24 kbps without ¢RTP, but only 12 kbps with

cRTP enabled[13].

Technical Considerations for Converging Data, Voice,

and Vidco Networks[17]

In networking toduy. corporations are looking for strategics to integrate disparate
networking technologies over a single common network intrastructure. This trend
started many years aga in the internetworking areu when corporate networks began the
nugration of delay-sensitive, mission-critical Systems Network Architecture data
traffic across an [ infrastructure. Now, people are examining their existing and ofien
separate data, voice, and video network infrastructures and determining the most
effictent ways of bringing these together.

In today’s environment, most corporations have voice networks anchored around
privaie branch exchange (PBX) systems. while most data networks are 1P-based and
anchored around switches and routers. Figure 4.2, illustrates this concepl. where
traditional telephony in fixed 64-kbps bandwidth increments is carried across a eircuir-
switched PBX infrastruciure while other dynamic data applications are consolidated

over an intelligent [P-based backbone[17].
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With todav’s scparate infrastructures, two strategic directions toward the convergence

ol data. voice. and video are possible. These approaches are illustrated in Figure 4.5
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In the video world, it is common to have F.320 based videoconferencing systems.

cach with their own PSTN network connections.

LAN-based H.325 video systems also are commaonly deployed in many companics.

which utilizes H.323 for videoconlerencing and shared collaboration.

Again, other company is have solution which provides several different wavs lo
prescrve investment in legacy svsiems while investing in converged network solutions.

Two different scenarios are shown in Figure 4.4
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Figure 4.4 Migration from Legacy Video Nemwuorks
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Chapter V

Input Data of Sirte City



5.1 Introduction.

Sirte is a Libyvan Citv along the Mediterrancan sea. 1 is located in the middle of the
-1bvan coast between ‘Tripoli and Benghazi. of latitude 31:12:19 N. and of longiwude
16:353:18 E. and 1s about 450 km East of the capital city. Tripoli. lts weather is mixed
between mild and desert weather. Historically was one ol the main stations between

\frica and Lurope. lts popuiation is about 156.389, and has an arca of approximately

77660 km * .

I'he city of Sirte accommodates the Government Administrative Buildings, which has
nany Administrative branches around the city itselfl and aso there is a university. an
iirport . a radio and TV siations. ele. . The aim of this project is to link all these smail
branches and the central administrative Building with cach other. for data services ang

Wso [nternel connections.

h.2 Representation of nodes

*  [ocation Name

= Location Number
he First Step is to Collect data that include alt names, localities for Sirte eity. and
rach location 15 called o node as in (Appendix A Table AL contains 58 nodes that

we within the city center, and 21 nodes are out of the ¢ily center,

Allnedes in (Table, ATy are shown in the satellite sp of Sine given in Ngere $ 0w b,
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3.3 Manmpulation of nodes

* Reduclion of nodes

« Produce Final nodes

The number ol nodes are reduced rom 38 nodes 1o 26 nodes by collecting all nodes
that can form a LAN. and change old nodes into new nodes, as shown in tigare 5.2a.b

that depicts creation of LANs of the sine city,

o
b

i

Figure 5.2a Potential of nodes we form LANS in sine city
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5.4 Final Nodes Numbering for Sirte city

The BN (Final nodes) of Sirte ity are produced from all LANs. Table 5.1 contains

final nodes. that are also shown in figures 3.3
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Table 5.1-Final Nodes Numbering. and the included nodes.

Final | Possible LAN with numbering as Final Possible LAN with
node they are in Table A node | numbering as they are in
Table A.l

1 | 1-7-8-18 | | 14 [38-39

2 | 2-3-34 15 |40

3 | 4-6-10-11-15- 23-36— 16 |48

41

4 |5.29-33-55 17 |47

5 |12 18 |52

5§ |12 19 | 22-25-53-54

7 | 14-20-24-27-45-58 20 |57

8 | 16-17-26-50-51 21 |21

o | 42-43-56 22 |ag

10 | 28-46 | | 23 lis

11 | 30-31 | | 24 |g

12 | 35 25 |44

13 | 27 28 |32

B :*"" i :Ef L"ﬂ“P; Th £
o E&'.ﬁ.&u.

Figure 5.3 Indication of FNs
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3.5 Graph ol GPTC Paths[20 ].

I'he GPTC branch in sirle connects all administration locations by twisted pair cable
vith a central digital switch, bul there are some locations that use optical fiber cable.
e Al-Wata Tall, The GPTC local network paths are puinted on sirte map. and also

“Ns are positioned on their map Las shown in Ggure 5.4,

Figure 3.4 GPUC Tocal network paths. focation numburs indicate 1°8x,




Chapter VI

Analysis of input Data and Traftic

calculations



6.1 Introduction
In this chapter we will find a method to determine an optimum topology based on

minimum distance and same function. vse of this topology on GPTC network of the

city, and calculate all trfafic values in the final network.

6.2 Generation of Groups

A Group represents the relation between a part of some nodes that are included in
some Final nodes (FNs), according 10 the given below parameters. These FNs are
constructed based on location of the initial nodes given by the entitics of the Shabia
as given in section 5.3 of chapter 3. The parameters that control formation of a
group are:

« Nature of node function

« Administrative relations

*  Same type of functioning employees

*  Same type of services

For Example in table 6.1 the Group 2 that contains (3,7 and & FNx). after application

of the above parameters, and shown in figures 6.1, also given in Appendix (B).

Table 6.1 Group 2 which contain (3.7 and 8 FiNs)

' Initial Node Node Name FNs
14 People’ Commiitee for Housing 7
Proprieties
, 23 Civif service record 3
_l 24 House Planning Unit 7 |
i 26 Froperties Registration Unit 8 |

Note from table 6.1, nodes 14.24 exist in FN7



Figure 6.1 Represents Group 2 FNs. number in the figure

Table 6.2 gives a summary of all formed groups, where it's assumed that a FN mav

Indicate FINs as given in chapter 5.

¢€x1s! 1n more than one group. as shown Appendix {B).

Table 6.2 Summary of all groups

l

Ciroup no.

FNs forming a group

1

1-2-3-4-5-67-8-19-21-23.24

3-8-7

6-14-15

7-9-10-23

1H-17-22

7-8-19- 24

3-20

3-12

Rl Bl R Ral LU I S LRy §

5-18

3- 20

— &

13-14-19

]t | —

1.4

§-11
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2.3 Group Topology

I'he adopted 1opology is ring topology as this lopology allows cach (N within a

roup to be connected in cascade with both preceding nodes and successive nodes. and
4

nust conneet cach group with information technical center (I'N&) as shown in table

».3. In the lollowing sub sections we will show in figure 6.2, group 5 which conlains

he FNs 816,17 and 22 and the resulied network t1hat collects all. groups in figure 6.3,

Table 6.3 shows cach group when NS is added to cach one.

(froup no. FNs forming a group including FNE
I [-2-3-4-5-6-7-8-19-21-23-24
2 3-8-7
3 | 6-8-14-13
4 7-§-9-10-25
5 5-16-17-22
0 7-8-19- 24
7 | 5-8-20
8 | 3-8-12
9 8-18
1{) 3-8-26
|1 8-13-14-19
|12 5-11 N

&0
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Figure 6.3 All groups and FNs as given in table 6.3

From figure 6.3 it can be seen clearly that there are some repeated. common

links which need to be reduced in order to reduce the no. of connected links.



6.4 Analysis of graph
6.4.1 Path division
Here we will divide each long path into two or more smalier paths, and considering
geographical locations which alse depends on whether the node 1s a long the way of
the path or near (o it , in order to utilize an existing path or add new puths for the

network to become highly reliable, modified paths are given in table 6.4

able 6.4 Modified paths

Direct path Madified path
according to | Existing path Add one path | Add two paths
figure 6.3
8- |2 8§-3_12
6 -7 6-8- 7 e ——
4 7 -3 7-8=3 | o
10- 8 -7-8 s N T T
-3 8-11-5 | | T =
820 8-11-20 | T T | -
15 -8 9-6-8 | e T
[ T 19-21 19-24-21 | oo —
19 =74 196 6-24 | o
§-13 §- 3 3-13
t 8-25 3 T —
E- 16 $ 3 3-16
-2 13 3-2 =
| 8- I3 8-6 6-18 I
7-19 7- 10 16-19 R
|- 24 e =24 |
16 -22 1614 422 [
15— 14 1523 214
R e 9 -3-25
SR R — 3-25-13
-2 | LT T T 5-3- 23
17-23 I —— 17- 24- 22
| 15-6 | T T 13-21-6

-—---=- ot Required £ not Existing

is noticed that a simpie design and more reliable

:cause FNs(3,12,23) are in the same path and there fore is a need 10 create a new

by modifving some new path



node. This is called node 27.which is located between FINs{3.8.9.11).Therefore, we

can produce new path as given in table 6.5. and to add the new path (18-19) for the

design in order to be more reliable.

Table 6.5 A new path to be simplest path and used by transit node{FN27)

Direct path  according of figure 6.3 Add two paths
9-3 9 -27-3
8-11 §-27-11
22-24 23 -15-24
25-16 25-2-16
3-16 3-25-16

Then we can produce the final Configuration alter completing analysis of all Groups,

as shown figures 0.4a.b.

Figure 6 .da Final network Configuration
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Figure 6.4b Final nework Conliguration on Sirte City map
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6.4.2 Path length calculations

To calculate the length of all paths that connect FNs together in melers using
AUTOCAD 2004 software is given in table 6.6, and 1able 6.7 shows the distance

matrix o the Final network topologics.

Table 6.6 final path. and their lengths in meters{m}.

No. | Final Path lengths in { { No. | Final Path lengths in
Path (m) Path (m)
b ] 7-10 | 159.5 21 |3-26 676.9
2134 [ 193.8 22 |6-24 684.2
3 79 | 200 23 [3-27 698.4
4 [3-23 | 204.6 24 | 6-8 738
5 |7-8 | 213.3 235 | 11-27 756.7
6 |2-25 | 239.8 26 | 19-6 $38.3
7 [24-21 12646 27 | 14-16 9223
g |24-15 {299 28 |3-8 953.4
9 |16-2 321.6 26 | 11-5 1051.6
10 |5-20 | 324.3 30 ] 20-11 1378.8
1] 26-8 3527 |31 |22-14 1342.3
12 |27-9 457.9 132 | 10-19 1430.3
13 127.8 469.8 |33 |13-25 1657.6
14 | 15-22 |49} 34 [24-14 15022
15 [ 1.2 5143 35 | 18-19 1803
16 | 1-14 569.2 [36 |3-5 1902.6
17 | 8-17 | 580.2 37 ]13-14 2105.8
18 [17-24  |383.9 38 16-18 2496
1y | 123 | 592.5 39 | §-14 2499 .6
|20 |12-25 | 3598.4
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6.4.3 Comparison of developed paths with GPTC paths.

able {6.8) gives the required comparison as shown in figures 5.4 and 6.4,

[able 6.8 Comparison of our network paths and GPTC network paths.

Path Our Network | GPTC Path | Our Network | GP1C
7-10 i N 6-8 N N
| 3-4 N N 11-27 N N
| 7-9 y N 19-6 N N
3-23 N vV 14-16 N X
7-8 N X 3-8 N X
2.25 N X 11-5 N X
24-2] y y 20-11 y X
24-15 < N 22-14 A X
16-2 N N 10-19 N X
5-20 Y X 13-25 y N,
26-8 A N 24-14 i X
| 279 N X 19-18 y X
| 27-8 \ N | 3-5 y X
| 15-22 V X 13-14 A X
| 1-2 V N, 6-18% V YV
1-14 + X 8- 14 N X
8-17 N v 14-25 X N
17-24 N + 1-16 X y
12-3 N y 1-25 X v
12-25 N A 17-21 X y
3-26 N A §-22 X N
| 6-24 y X 1-8 x N,
| 3-27 N N 2-16 X N

where (V) indicale an Existing path
(X) indicate No path Exist.




4.4 Path between information technical center (FN8) with all N,

A study of final configuration (figure 6.4) is carried in table 6.9 by calculating the

distance from /to FNS based on our Final configuration.

Tuble 6.9 Distance calculation from fio FINE

From FN 8 | Path according to final configuration | Path length 1n
to all FN meters *¥
L &8 3 12 25 2 | 2918.4
2 8 3 12 25 2 24041
3 g 3 993.4
4 g 3 4 1147.2
5 § 27 11 5 2278.1

G 8 6 738

7 § 7 2133
g |0 K

9 g 7 9 4133
10 8 7 10 372.8
§ g 27 11 1226.5
[ g8 3 12 1545.9
13 8 3 12 25 13 3801.9
i4 g 14 | 2489.6
13 8 17 24 13 | 1463.1
16 § 3 12 25 2 16 2725.7
17 & 17 580.2
18 8 6 1§ 3207
19 8 6O 19 1676.3
20 § 27 11 20 | 2505.3
21 5 17 24 2i | 1428.7
22 8 17 24 15 22 | 1954.1
23 8 3 23 1158
24 8 17 24 11641
23 § 3 12 25 2144.3
26 18 26 352.7
27 |8 27 469.8

= MATLAB 7.0 software 1o cateulute distance|14]

By



It's observed from table 6.8 that majority of existing GPTC paths are vsed in the final
confliguration, and adds somce paths to the network of the city. This gives a more

reliable network and an easy solution to implement,

6.5 Traffic Design
We collect data services in cach node( voice, text, and video). by a questionnaire, as

given in Appendix 132,

6.5.1 Voice Tralfic

The Voice Traftic is calculated by equation{4.1) which is:
A = ———— inErlangs.

Therefore we can calculate voice traffic in FN1 which contains nodes(l.7.8.18) that
have 100,80.50.180 dailv calls. with duration of each call as: 3.3.3.5 minutes
respectively as a daily traffic with 7 hours work time. Appendix C.2 gives traffic
calculation of all other Nodes,

Voice Trattic FNI=( JEO*S+ 00X 5+80*3+50%3)/ (72600 =4 2619 E

To find the bandwidth of each FN in bps, with some of the standard voice codec
G.7H1. G729, G.726. G.725.1, and G.728 are used. Voice-enabled routers and access
servers sitpport some or all of these codec.

In the worst case we can wse codec (G.711). A G.711 10-ms sample is 80 bytes per
sample. A call with only one sample per packet would yicld the following:

80 bytes + 20 bytes IP + 12 UDP + 8 R = 120 bytes per packet

120 bytes per packet * 100 pps = (12000 * § bits)/ 1000 = 96 kbps per call.

v (}U



‘o decrease the size of bandwidth we can use G.729 coding with 10-ms sample as
hown in table 6,10, and 10 use Erlangs to VOIP Bandwidih Calculator software[13]
o canverl voice traffic from E to bps.

Table 6.10 Final voice traffic of FNs.

FNs | Generated traffic {(E) | No. of Paths for GOS Bandwidth {kBps) *
0.01 *
G.7 G.729

| 22518 10 960 200
2 1.609524 6 576 240
3 8 154762 16 1535 540
4 = 142857 11 1056 440
3 1,333333 5 480 | 200
& 4.761905 11 1056 | E40
7 497619 11 1056 640
g 55 12 1152 480
9 3.904762 10 260 400
10 1.761905 576 240
11 1333333 480 200
12 : 11 1056 340
13 0.928571 5 480 200
14 0.928571 5 480 200
i3 0.666567 4 384 160
16 1.333333 5 480 200
17 1.071429 5 480 200
18 4.761505 11 1056 440
19 3 05233 1 10 950 400
20 2.142857 7 672 260
21 1.047619 5 480 | 200
22 0.857142 4 a8 | 150
23 0.952381 5 480 | 200
24 2380952 7 672 280
25 1.047615 5 4H0 200
20 0 656667 4 348 160

+:Use Erlaings to VOIP Bandwidih Caleulator software] 13]



6.5.2 Data Traffic

‘he parameters that control this type ol trallic.depend on Sive of paper
hich also depends on:

e number of lines in each paper

» number of words in cach line

¢« number of characters in each word

‘ake four papers as a sample of web page that have text. tables, piciurcs and table
vith picture, where these papers have sizes; 60kB, 34KB. 24KB,49k13, then we can
1s¢ one paper size cqual 60KB, as in table 6.11. We can [ind total size of cach N by
nultiplying paper size and the number of papers per day. We can generate size of
rallic in FNT in bps.

Jata traffic = (190+55+25+153)* 60*1024*8/(3600%7) =406300 bps

Appendix C.3 gives data traffic calculation of all Nodes.
Table 6.11 linal data traffic of FNs,
FN ‘itaftic in bps I'N I'ralTic in bps
1 406300 14 382400
2 . 420640 | 5 133840
3 10659340 16 1 219680 )
4 611840 17 0 19120 _
5 124280 18 219880 __ .
b 57360 19 60200
7 B5GB40 20 219880
8 1013360 21 114720
9 382400 22 57360
L0 325040 23 26040
| ] 351960 24 181640
E 286500 25 1 2igsag
|3 181200 20 TB480

Ij:



.5.3.1 Total traffic of cach FN

6.5.3 Total traffic

“rom fables 6.10 and 6.11 we can produce the total traffic of voice, data and video

vhich is based on a questionnaire result, as shown in table 6.12, Figure 6.5 gives the

naximum value of voice, data ,and video traffic.

Table 6.12 Fina! traffic of IFNs. as BW in bps,

FNs voIce data video * Total bandwidih
bps

i 960000 406300 1000000 2366300

2 576000 420840 0 596640

3 1536000 1065340 1000000 3601940

4 1058000 611840 0 1667840

5 450000 124280 0 604280

6 1055000 57360 0 1113360

7 1056000 650840 0 1906840

g 1152000 1013360 1000600 3165360

0 S6000 382400 0 1342400

10 576000 325040 0 901040

11 480000 391960 0 871950

B 1056000 285800 300000 2342800

3 486000 191200 1000000 1571200

14 420000 382400 1000000 1852400

15 384000 133840 0 517840

16 480000 219880 1000000 1699880

17 450000 19120 1000000 1499120

T 1056000 >15630 1000000 p—

19 950000 £69200 0 1629200
20 672000 218850 0 891880
21 480000 114720 0 594720
22 348600 57360 1000000 1405360
23 450690 86040 0 566040 I
24 672800 181640 0 853640 I
25 460000 219880 0 699880
26 348000 76480 0 424480

* Assumed based on Questionnaire Result
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.5.3.2 Total traffic between FNs
"o measure the traffic between FNs. The relation between each N with its adjacent
‘Ns connceted to other I'Ns in the same group is given in Appendix 13.2. then the

veight of the traffic on FNs in each patb is to take one of the 5 point scale as tollows:

Weight =5 high relation(Exist in same Group and connecled with adjacent FNi)

Weight =3 medium relation(Exist in same Group and not connected with adjaceni FMs)
Weight =1 low relation(does not exist in same Group and connected with adjacent FNs)
Weight =0 no relation{does not exist in same Group and not connecied with adjacent

FNs)

Where the weight relation in the same group, is as shown in Appendix D.1 divided by
weight of FiNs.

In the figure 6.6 gives relution between FNs 1,23 8,12, and 25 with all I'Ns,
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Figure 6.6 Weight according ta 5 pornts scale

\s an example for FNI the methed to calculate relation traffic is:

SUM of relations =53+34+34+3+343+3+1+1 2353 +343=37

Value of high relation 5/37*2366300 =319770.26 bps
Valuec of medium relation  3/37*2366300 = 191862.16 bps
Value of low relation 1/37*2366300 = 63934.05 bps

The value of total traffic berween FNs is obtained as shown above according to 5
points scale, and the result is given in 1able 6.13. Figure 6.7 shows total traffic of each

N in bps, and it is distarbed according 5 points scale weights.




Table 6.13 Total traffic of each FN in bps, and distortion.

FN | SUMof | Value of Value of a point in bps
points generated 1 3 5
traffic (bps)
! 37 2366300 63954.05 | 191862.16 | 31977026
2 38 996640 26227.36 78682.1 131136.8
3 45 3601940 80043.11 240129.3 | 4002135.55
4 35 1667840 47652.57 142957 71 238262.8
5 41 504280 14738.536 44215.6 73692.68
6 46 1113360 24203 47 72610.43 121017.38
7 48 1906840 36725833 | 119177.49 | 198628.15
8 86 3165360 36806511 | 110419.53 | 184032.55
9 15 1342400 | B9493.33 | 2684799 | 44746665
10 13 301040 60069.33 180207.99 | 300346.65
11 6 871860 145326.66 | 435979.98 | 726633.3
12 g 5347800 | 260311.11 | 7808333 | 13015555
13 12 1671200 138266.66 | 417799.98 | 696333.3
14 23 1862400 80973.913 | 242921.73 | 404869.55
15 11 517840 47078.363 | 141229.08 235381.8
16 11 1699880 154534.54 | 463603.63 | 772672.7
17 12 1499120 | 124926.66 | 374779.98 | 5246333
18 5 2275880 435176 1365528 2275880
19 43 1629200 37888.37 113665.11 | 185441.85
20 9 891880 99091.77 | 297283.3 | 495488.88
21 33 594720 16992 0976 84960
22 11 1403360 127760 383280 638800
23 35 566040 18172.57 | 48517.71 | 80862855
24 40 B53640 21341 04023 108705
25 15 699880 46658.66 | 13997599 | 23320833
26 10 424480 42448 127344 | 212240
27 20 0 0 0 | 0
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Total Traffic between FNs according to 5 points scale
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Figure 6.7 Total traffic of FNs in bps, and disturbing according 3 points scate weighis.

Generated Nnal traffic in bps from /o information (echnical center (FN8) with afl FNs

by adding weight of each link between FNS and other FNs, as shown in Table 6.14 we

can find total traftic carricd by each link.




able 6.14 Total Traffic between FN8 and other FiNs.

FNG Paih Weight of link * Generated traffic (bps) Telal raffic
FNs (bps)
o B 31225 2 1 J+3+1+145 110419 53+240129,3+2603 7886554
11.11+4B6658 66+131136 8
2 8 312 25 2 I+3+1+1 110418.53+240129 3+2603 657518.6
11.11+46658.65
3 B 3 a 1104189 53 11041953
4 8 3 4 3+5 110419, 53+400215 55 510635 1
3 B 27 11 & 1+45+1 36806.51+0+145326.66 1821332
6 B B ] 184{332.55 184032.55
T B 7 5 184032 55 18403255
B 0 0 0 0
9 § 7V B8 S5+5 184032.55+158629.15 JB2661.7
10 8 7 10 5+5 184032 55+198629.15 382661.7
1] 8 27 11 145 J6BOG.51+0 36806 51
i2 8 3 12 3+3 110419 53+240129.3 3505488
L3 g8 3 12 25 13 3+3+ 141 110419.53+240129 342603 6575186
11.11+46658.66
.14 8 14 3 110419.53 110419.53
Ii 15 B 17 24 15 5+1+1 184032 55+124826 6+2134 330300.2
1
S I 8 212 25 2 16 343+1+141 110419.53+240128 3+ 2603 583746
11.11+45658 66+26227 36
17 8 17 5 184032 55 184032.55
18 |B B 18 5+1 184032.55+24203.47 208236
i 19 8 8 19 5+5 184032 55+121017.38 305049.9
2 B 272 11 20 1+5+1 JGBO6.51+0+145326 65 182133.2
21 B 17 24 29 5+1+5 184032 5+124926.6+10670 415664 .1
5
|8 17 24 15 22 S5+i+1+1 184032 5+124326 6+21341 3773IT6.0
+47075.363
23 8 3 23 I+5 110419.53+400215.55 5106351
24 8 17 24 5+1 J6B06.51+124926 66 1617332
13 B 3 12 25 3+3+1 110419.53+240129.3+2603 £10B58.8
11.1
X% |B 26 ) 184032 5 184032.5
| 27 |8 27 1 36808.51 36806 511

" As shown in Appendix D ({Table D1 Relation betweean FNs based on § points scale weights )

to produce the overall final bandwidth, traffic must be increased between I'Ns thal
Ty usc some services c.g. infernet, etc. This comes by adding some Mbps of 1otal
raffic that is produced in table 6.14, between all FNs as shown the table 6.15.

“1gure 6.8 shows Final traffic from FN&/FNs in bps.
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able 6.15 Overall Final traffic {0.52512kbps. 0.25 S256Kkbps)

FNE /FNs Total trafiic Serviee by Mbps Final trailic {bps)
1 T88655.4 0.5 1288655
2 8575186 0.25 807518.6
3 110419.53 0.5 5104195
4 510635.1 0.5 1010635
5 182133.2 0.25 4321332
b 184032.55 0.25 43240326
7 184032.55 0.5 B6B4032.6
3 0 0 0
0 3B26E81.7 0.25 632661.7
10 3826617 0.25 B532651.7
11 A6808.51 .25 286806.5 |
12 350548.8 0.25 600548 8
13 657518.6 .25 907518.6
14 110419.53 0.5 6104195
15 330300.2 0.25 580300.2
i 16 BR3ITAB 0.25 033745
: 17 184032.55 0.25 4340326
1 208236 0.25 458236
19 305049 9 D25 5550499
20 1821332 0.25 4321332 |
21 415664 .1 0.25 865664 .1 |
22 377376.5 0.25 8273765
13 5106351 0.25 780635.1
24 161733.2 0.25 411733.2
25 510859.9 0.25 BG60859.5
26 184032.5 - 0.25 434032.5
27 36806.511 0.25 286806.5
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Figure 6.8 Final Traffic from FN8/ FNs in bps.
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Chapter VII

Summary of Results, Conclusion and

Recommendations



.1 Final results

able 7.1 identifics all final nodes and the names of nodes contained in each final

ode in sirte city, and in figures 7.1,7.2 locations of all these nodes are shown on the

ity map.

able 7.1 Defined Final nodes and nodes they contain

Final Node Names of nodes in sirle city
node number

1 People™s Congress Trustee For Shabiayete
7 People’s Commiliee For Tourism

| 2 People's Commiltee For Planning
I8 Peaple’s Committee Of Transport
2 People's Congress Governorate For Shabinyele

2 3 Council OF Planning
34 Union Of Experts
4 The People™s Committee For Industry, Energy  And

Metals

& People Committee For Information And Culture
10 Gencral Peopte Committee For Agriculture
11 General People Committee For Zoology

3 15 People” Committes OF Economy And Commuerce
23 Civil Service Record
34 Alardubea News
41 Man Power Unit
3 People Committee For Finance

4 29 People’s Court
33 Alaogaf Unit
55 GECOL sirte Branc

5 12 People Committee For Nautical Sca

10



6 13 General People Committee For Health
14 People’ Committee For Housing Proprieties
20 Sirte Al-Markaz People’s Basic Congress
24 House Planning Unit
7 27 Environment Service
43 Unity Bank
58 Police Siation
L6 People’ Commitiee O Youth And Spont
7 People’ Commitiee Of Justice
g 26 Properties Registration Unit
50 Sinte GPTC
51 Technical Centre For Information
42 Central Bank
9 43 Real Estaie Bank
56 Libvan Airline Company
28 Cooperation For Environment, Social And Popular
teadership
10 46 Agriculture Bank
30 Social And Soldierly Fund
I 3l Social And Security Fund
12 35 Sirte Radio Station
13 37 Al-Tahaddi University
38 Faculty OF Medicine
14 39 Ibn-Sina }Hospital
15 40 Central Clinics Comple
16 48 Wiandugw Hall
17 47 Alprdabey 1Hali
18 52 Sotellite Station Por Communtcation
22 Al-Tateh Peaple’s Basie Congress
25 Metearulogy Service
19 53 Evaluation Of Tuition
54 Passport Section
20 57 Sirte Port
21 2] Eople's 3asic Conpress Al- Rebate Al- Amami
22 49 Al-Wafa Hall
23 K Kaleej Sirte People’s Basic Congross
24 9 Peaple’ Committee OF General Security
23 44 Trading Bank
26 32 Agriculiure And Indusirial And Commercial Unit
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Figure 7.2 Node's in final node 3 and 4

Next, dividing all final node into groups to produce a final configuration. as shown in
table 7.2, also given before in chapter 6.




Table 7.2 Final groups

Group no. | Final node Group no. | Final node
I 1-2-3-4-5-6-7-8- 7 5-8-20
19-21-23-24
2 3-8-7 8 3-8-12
3 6-8-14-15 o 8-18
4 7-8-9-10-25 10 3-8- 26
3 B-16-17-22 11 8-13-14-19
0 7-8-19- 24 12 | 8-11 f

After analysis of groups topology, we cun produce a final design that have paths as
shown in table 7.3, and connect FNs by paths as in figure 7.3.

Table 7.3 Paths of sirte city

No. | Final Path lengths in | | No. | Final Path lengths in
Path (rm) Path {m)
1 7-10 | 139.5 21 |3-26 676.9
2 |34 193.8 22 | 6-24 684.2
3 |79 200 23 13-27 698.4
4 |3-23 204.0 24 | 6-8 738
5 17-8 213.3 25 | 11-27 756.7
6 | 2-25 259.8 , 26 119-6 838.3
7 ]124-21 | 2646 27 | 14-16 922.3
B ]24-15 299 28 3-8 953.4
9 {16-2 1321.6 29 |11-3 1051.6
10 |3-20 | 324.3 30 | 20-11 1278.8
i1 ]26-8 3527 31 ]22-14 1342.3
12 127-9 457.9 32 | 10-19 1430.3
13 | 27-8 469.8 33 | 13-23 1637.6
Jd | 15-22 491 34 |24-14 1R02.2
15 | 1-2 514.3 35 | 18-19 1805
16 | 1-14 569.2 36 | 3-5 1902.6
17 {8-17 580.2 37 | 13-14 21035.8
18 | 17-24 583.9 38 [6-18 2496
19 ]12-3 | 592.5 39 |8-14 2499.6
20 | 12-25 | 5984 | |

v 104






2 Selected transimission media

fter producing Final network Configuration. we can caleulate the carried traffic in

ach path by dividing weight of the traffic on FNs, as given in table 6.13 (ol

tallic), and also given in Appendix D.1(Kelalion between FNs based on 3 points

rale weights). In Figure 7.4 Traffic in bps of each path is also given.

Ve can use the existing GPTC paths with a new termination technology( c.e. ADSL )

or paths of small distances that is from |.5km or less which are already use GIPIC

wisted pairs bul for the remaining paths it is suggested to use Optical Fiber (O1) as

PTC [4]. As shown in table 7.4,

Table 7.4 Selected proper transmission media with carried Traflic each path

heir technology of transmission media has proved 10 be the most suitable one for

ligital trallic. These can be seen clearly in most of the implemented recent projecls in

|

No. | Path Trallic {bps) Availubility Type of transmissions |
UP own 11'16{15::1

| 1| | 7-10 | 198628.15 300346.65 \ P

| 2 | 34 | 2382628 400215.55 N TP

| 3 | 79 | 198629.15 447486.65 v o
4 | 3-23 | BOBB2.855 400215.55 \ e
5 |78 | 9201628 593145.8 y LG
6 | 2-25 | 78682.08 139976 X _ Qp |
7 | 24-21 84960 106705 N o
8 | 2413 | 42682 94152.73 v P ]
9 | 16-2 | 2622736 154534 .54 \ TP |
10 | 5.20 | 14738.535 89091.77 N 0P ]
1l { 268 | 18403255 212240 N T

12 | 27.9 | 44746665 447466.65 X . or

15 | 27-% 147226 147226 \ i

14 | 18-22 | 47076.363 127760 N _or

151 1-2 131136.8 319770.26 v T

16 | 1-14 | B£3954.05 80873.913 X O

17 { 817 | 920162.8 3123167 v L



[able 7.4 Continued.

No. | Path Trattic {bps) Availability | T¥pe of transmissions
Up Blown media

18 | 1724 85364 489708.5 N TP o
P9 12-3 1200647 3004667 Y ik

20 | 12-25 | 2332933 1301556 N TP -
21 | 3-26 42448 80043 .11 J TP

7 6-24 | 24203.47 42448 X oP

23 | 327 | 8004311 80043 11 v TP

24 -8 363052 .2 h52097.7 N TP

25 | 1127 | 2179900 2179900 v o
26 | 196 | 37888.37 47652.57 \ (i o
27 | 14-16 | 80973.913 154534.54 N (p
28 | 3.8 883356 1821034 X Qp

29 | 115 | 73692.68 726633.3 X Oop "
30} 20-11 99091 .77 145326 .66 X ap

31 | 22-14 | 80973.913 127760 X Op

32 | 10-19 | 37888.37 60069 23 X Op N
33 | 13-25 | 46658.66 139266.66 y op__
34 | 24-14 21341 80973.913 \ O

35 | 1018 | 37888.37 455176 X 0P L
36 | 35 | 14738.536 80043.11 X op

37 | 13-14 | 80973.913 130266.66 X op —
38 | 6-18 | 2420347 455176 v O -
36 | %14 | 11041953 24292173 X OP ~

where (V) indicaie an Existing path
(%} indicate No physical path Exist
TP Twisted pair . OF: Qptical fiber

Traffic ineach path

(=T
B MO

r—

Patis

F 1500000

SR UL
- 4006000
- 300000
- 3000000
- 2500000

2000000

Iaftic dlyesi

1000000
00000

r b

Figure 7.4 Traflie in bps in each path,
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.3 Conclusion

+ All povernment locations of the city are represented into nodes, these nodes are
used to generate the final nodes. The final nodes consist of some adjacent nodes,
which are investigated against services of voice, data and video in each location,
then to divide final nodes into groups according to the relations as given in
chapter 6.

o All final nodes that are connected to form groups. There arc some  groups that
have same FNs, as in appendices B1, B2, then analysing all groups to produce
the oplimum configuration.

e All locations in sirte ¢ity do not have an mtranet LANs, Fence calculations of
real traffic is based on Questionnaire result and add to it some percentage as
ICserve,

» To find the traffic in cach FiN it took us a long time. As there are problems of
changing positions of some of the administrative locations, this problem implies
the re-arrangement content of old and new FNs, all groups, and also to repeat the
traffic calculations of old and new FNs,

o  We can implement this dr.-;sign using the GPTC avatlable ground network by

introducing advanced technology such as ADSL, and by the addition of some

extra links where GF1'C does not exist.

7.4 Recommendations.
¢ To connect the remaining administrative locations that are out of the city with
the desiened network.
» To connect Final nodes using optical fiber, as a new transmission media,
» Touse LANs in all locations to measure real traffic by advanced software

prograin.
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Appendix A.

Table A.1 Names, Locations of Sirte City

[ Number | Names of node in sirte city
1 Feople's Congress Trustee For Shabia i s a2 BT
2 Peaple's Congress Governorate For Shahia Al e Mgl
3 Council Of Planning PR EVL e
4 The People's Committee For Industry, Energy And | sl ydelial dpa it Ll
Metals ki
5 People Committee For Finance nlall da A A !
6§ People Committee For Information And Cutture Ay WU A Xl aiadl
7 I People Commiltee For Tourism 4 alall dpa 21 Al
8 | Pecple Committee For Planning a bl i el 4l
9 People’ Committes Of General Security gl k] a7l ALl
0 General People Committee For Agricutture Aot 3l el al
11 General People Committee For Zoology iail pual By Pl A S Ll
12 People Committee For Nautical Sea Ay gt 5y pl i 2l doalh |
13 General Feople Committee For Health i aall A il sl 1
14 People' Committee For. Housing Praprieties T L e |
15 People Committes OF Economy And Commerce 3ty AR Al Al
16 People’ Committee Of Youth And Sport Ayl gl e M Al
|17 People’ Committee Of Justice rj_n’u PRGN
I 18 People’ Committee Of Transport Sy el el e U A i
19 Kateej Sirte People’s Basic Congress g il FrpRL
20 Sine Al-Markaz FPeople's Basic Congress R e I S
P
21 Eople's Basic Congress Al- Rebate Al- Amami N
i
TS R et Sl

| 22

[ Al-Fateh Pegple's Basic Congress

Al



23 Civil Service Record il Wil e,
| 24 House Planning Unit 3 el i th ol el
25 Meteoralogy Service b Aa i dal e
| 26 Propedies Registration Unit b Jad dalian
27 Environment Service FEE IO L |
78 Cooperation For Environment, Social And Popular | foelaiayl dpa il sl
leadarship
29 FPeople's Court P P
30 Social And Soldierly Fund e Sl 5 g2
31 Social And Security Fund Y R
32 Agriculture And Industrial And Commercial Unit Aelioall y 4 daih 4 il
el 3y
33 Alzogaf Unit DB Al Al )
34 Unign Of Expers [ U T
35 Sinte Radia Station [ A e
36 Algrdabea News | A —sth i Gaa
| 37 Al-Tahaddi University | 5o =Niaw |
| 38 | Faculty Of Medicine . = 4l !
| 39 Ibn-Sina Hospital s A s
| 40 Central Clinics Comple 5 S ol hal s ]
| 41 Man Power Unit A LLN ;3
| 42 Central Bank 5 S all a el
143 Real Estate Bank 5 s} i paal
| 44 Trading Bank | & fem il s
i 49 Unity Bank | 3 a1 3 pae i
| 46 Agriculture Bank Po—e! 3ol i el
| 47 Algrdabea Hall i s dllisls
48 Wagadugw Hall a3 il g Reld
49 Al-iWafa Hall eli JUicld I
50 Sirle Post Cffice it 5 55l 2l )
51 Technical Centre For Informatian e ol il S ) |
52 Satellite Station For Communication GREN e B b deald I
HIS LI ,
53 Education office of Evaluation and standards pld g i |
54 Passport Section EErET :
55 Electricity Company el o) g 2
56 Libyan Airine Company Ayl Lpalt 48t ;
57 Sirte Port | 2o el K
58 I Palice Station FERL - ,
59 Sirte Airport JE P ;
}
i
i

AZ



The nedes and their names that are out of the ity

—

Al-Garbiat People's Basic Congress

W R NI

‘:‘vr—_'-_j-th
2 Al-Jaref People's Basic Congressm LT L v
- I
-3 Al-Abo Hadi People's Basic Congress Fr Ll it
4 Al-Zamzam People's Basic Congress P IOy | PSR e IR
|5 Al\Washka People’s Basic Congress S el il iyl
& Al-Hish Al-Jadeda People's Basic Congress Il A el gl
. PRI
| 7 Al-Hnewa People's Basic Congress ay—isdl L et
8 Al-Nufalia People’'s Basic Congress AT v
9 Abo —Zahia People's Basic Congress Y el e
Al
10 Al-Gurdhabia People's Basic Congress RIS RO |
At
11 Al-Amera People's Basic Congress §_pualal unu?" il el
12 Ehrawa People's Basic Congress L e Nt Ll o et
13 AlWadi Al-Ahrmer People's Basic Congress A Sl e el
el
14 Ben Jawad People's Basic Congress e e e
15 Ras-Lanwaf People's Basic Condress R e e N
16 Abo- Njeem Pecople's Basic Congress el e T gl
?—-‘?il_ﬁl'
17 Al-Wasat People’s Basic Congress e 1 B s aalt
PR
18 Abo- Seada People's Basic Congress i e e T,
19 Al- Zataran People's e I e
20 | Sultan People’s Basic Congress Fmre N ek )
21 Al-Gbiba People’s Basic Congress e e

A3



Table A.2 Nodes and their adjacent nodes that may form a LAN

Number as In table A.1 Adjacent nodes that may form [ LAN) '
r 18-8—7 .,'=
2 34-3 [
3 34-2 |
4 41-36-23-15-11-10-5

5 55— 33-28 '

B 41-35-23-15-11-10-4

7 18 - 8- 1

B 18-7-1

g Q t
10 A1-36-23-15-11-6-4

13 41-36-23-15-10-6-4

12 0 ‘
13 0 ]
14 55 —27 — 24 —45 =20

15 41 -36-23-11-10-6-4

16 51— 50-26-17 |
17 51— 50 =26 =16 |
18 -7 -1

19 u -
20 45- 58-27 — 24— 14 |
21 0

22 54 — 53— 22

23 47—36-15-11=10-6~4

24 45— 20- 58 27~ 14

25 54 — 53- 22 B
26 51 —50-17 - 16 i
Xi 45— 20- 58 =24 - {4 }
28 28 '.
29 55 - 335 ]
30 30 ;
31 30

32 0

33 55— 29— 5 i
34 3-2 i
35 0 !
26 41-23-15-11=10-6-4 ]
a7 D E
38 a9 |
39 38 ]
40 ] !
41 36_23-15-11—-10-6-4 f
42 56 — 43 )

Ad



43 56 —42 .+
44 0 !
45 20- 58 -27 - 24 — 14 |
45 28 [
A7 0 |
48 0 |
49 0
50 51-26-17 - 16
51 50— 26— 17 = 16
52 ) :
53 64— 25 - 22 i
54 53 — 25 — 22
55 33-29-5
56 43 - 42

| 57 0
58 0
50 45 - 20- 27 — 24 - 14 |

0 --- Mo adjacent node

Tahle A.2 The result of FMNs contents. .

Final node | LAN(nos. of original nodes) Final node LAN{nos. of original
nodns)

1 18-8-7-1__ 14 39 - 38 ]
2 34-3-2 15 40
3 —23-15 -11-10-6~4 16 48

41-736 o
4 55—-33-29-5 17 47
5 12 18 52
£ 13 19 54— 53 - 25-22
7 58 —d45-27 - 24 —20-14 20 57 o
8 51— 50— 26 =17 - 16 21 21 T
g 56 — 43— 42 22 49 T
10 46 — 28 23 19 —
11 31-30 24 g L
12 35 25 44 ]
13 37 26 32

AbS




Appendix B

Appendix B.1 Represents the production of Groups

Table B.1.1 Group1 consist of FNs 1,2,3,4,5,6,7,8,19,21,23,24

Initial Hode | Node Nama(Function) Final
na. node no.
1 People's Congress Trustee for Shabia 1
2 People’'s Congress governorate for shabia Z
3 Council of Planning 2
4 The General People's Committee for Industry, Energy 3
and Metals
General People Committee {or Finance 4
B Genaral People Committee for Information and Cullure 3
T General Peaple Committee for tounism 1
8 General People Committee fot Planning i
g People' Committee of General Security 24
10 General Peaple Committee for Agriculture 3
11 General People Committee for zoology 3
12 General Pecple Committee for nautical sea 5
13 General People Committee for Heallh B
14 Paaple’ Committee for Housing Propneties 7
13 People’ Committee of Economy and Commerce 3
16 People' Committee of Youth and Sport g
17 People’ Committee of Justice B
18 People’ Committee of transport 1
19 kalegj sirte people's basic congress 23
20 sile Al-markaz pepple's basic congress 7
21 eople's basic congress AL- Rehbate AL- Amami 21
22 al-Fateh people's basic congress 1l

B1




Tablc B.1.2 Group2 consistof FNs 3,7, 8

Initial | Node Name{Function) ) Final
Node rnode
no. ne.
14 Peaple’ Committee for Housing Propriehies 7
23 Civil service record 3
24 House Planning Unit 7
25 Properties Registration Unit 8

Table B.1.3 Groupl consist of FNs 6, 14,15

Initial | Node Name(Functian) Final
Wode node no.
ng.
13 General People Committee for Health 6
38 Faculty of Medicine 14
38 Ibn-Sina Haspilal 14
40 Central Clinics Complexx 15

Table B.1.4 Groupd consist of FNs 7, 9,10, 25

Initial HNode Mame{Funclion) Final
MNode no. node
no.
42 Central Bank g
43 Real estate Bank S
44 Trading Bank 25 |
45 Unily Bank T
46 Agriculture Bank 10 !

Table B.1.5 Group5 consist of FNs 16, 17, 22

Initial Node | Nede Name{Function) Final
no. node fno.
47 Algrdabea Hall 17
48 Wagadugw Hall 15
49 Al-wWafa Hall Y

B2




Table B.1.6 Group 6 consist of FNs 7, 8, 19, 24

Initial | Node Name{Function) Final node
Node no.
ne.
9 People’ Committee of General Security 24
58 Police Station 7
54 Passport Section 19
17 People’ Committee of Justice B
Table B.1.7 Group7 consist of FNs 5, 20
Initial Node Name(Function) Final node
Mode no. na.
12 General People Committee for nautical 5
sea
57 Sirnte Port 20
Table B.1.8 Group8 consist of FNs 3,12
Initial  j Node Name(Function) Final node
Mode ne. na.
g General People Commutiee for 3
Information and Culturs
35 Sirte Radio Station 12
36 Algrdabea news 3
Tahle B.1.9 Group9d consist of FNs 8, 18
Initial | Node Name(Function) Final node
Node no.
no.
50 Sirte Post office 8
52 Satellite Station for Communication 18

B3




Tahle B.1.10 Group10 consist of FNs 3, 26

Initial Mode Name(Function) Final node
Node ng. Mo,
32 Agriculture and Industrial and 26
Commercial Unit
4 The General People’s Commuttee for 3
Industry, Energy and Metals
10 General People Committee far 3
Agrcuiture
Table B.1.11-Group11 consist of FNs 13, 14, 13
Initial | Node Mame{Function} Final node
MNode ne.
no.
37 Al-Tahaddi University 13
38 Faculty of Medicine 14
53 Evaluation af Tuition 19
Table B.1.12 Group12 consist of FNs 8, 11
Initial | Node Name{Function) Final node
Nede : no.
ng.
50 Sirte Post office 8
31 Sociat and Security Fund 11
32 Agriculture and Industrial and Commercial Unit 11

B4




Appendix B.2

Table B.2 Relation of a FN with an adjacent connected other FNs

~MNs Exist in same Group

Cannected with

Value of a poinl

adjacent FN 5 3 1
P4-23-21-19-8-7-6-5-4-3-2 2-14-16 2 -23-21-18-8-7-5-5-4-3 16-14
24
[4-23-21-19-8-7-6-5-4-3 -1 1-13-16-25 1 -23-21-19-B-7-B-5-4-2 13-16-25
24
B-7-6-5-4-2 -1-12-23-21-19- 4-8-23-26-27 4.8.23 1 4-2.5-6-7-12-21-19-24 | 27
426 26+
24-23-21-19-8-7-6-5-3-2 -1 3 3 -23-21-19-8-7-6-5-2-1 | D
24
24-23-21-20-19-8-7-6-4-3-2 -1 | 3-11-20 3.20 -23-2115-87-8-4.2-1 | 1N
24
-23-21-19-15-14-8-7-5-4-3-2 -1 | B-18-158-24 B-19-24 | -21-15-14-7-5-4-3-2 -1 | 18
24 23
-23-21-19-10-9-8-6-5-4-3-2 -1 | 8-9-10 B.9-10 Z23-21-13-6-5-4.3-2 -1 | 0
| 2425- 2425-
-13-12-11-10-8-7-8-5-4-3-2 -1 | 3-6-7-17-28-27 3-6-7- -12-11-10-8-5-4-2 -1 27
-22-21-20-19-18-17-16-15-14 17-26 220-19-18-16-15-14-13
26-25-24-23 25-24.23-22-21
B-7-10-25 7-27 7 B-10-25 27
B-7-25-9 7-19 7 B-25-9 19
] 5-20-27 0 5] 5-20-27
3-8 3-25 3 8 25
19-14-8 14-25 14 8-19 25
18-15-13-8B-6 1-8-13-16-22-24 | 813 8-15-15 1-16-22-
24
Ba-14-6 22-24 0 6-8-14 22-24
17-22-8 2-14 0 B-17-22 2-14
16-22-8 B-24 B 15-22 24
) 5-19 0 8 5-19
-23-21-14-13-8-7-8-5-4-3-2 -1 | 6-10-18 & -14-13-8-7-5-4-3-2 -1 10-18
24 24-23-21
5 B 5-11 5 8 11
24.23.19-8.7-6-5-4.3-2 -1 24 24 23-19-8-7-6-54-3-2-1 |0
16-17-8 14-15 0 8-16-17 14-15
24-21-19-8-7-6-5-4-3-2 -1 3 3 -21-19-8-7-6-5-4-2 1 H
24
23-21-19-8-7-6-5-4-3-2 -1 5-14-15-17-21 B5-21 23-19-8-7-5-4-3-2 -1 14-15-17
5-7-10-9 2-12-13 O B-7-10- 8 2-12-13
3-8 3-8 3-8 0 9]
3-5-9-11 35911 3-89 |0 G
17
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Appendix C

AppendixC.A .
Table C.1 Each node and zall compendia FNs and Basic traffic data(voice, data,
videg)
FMs Nodas Ne. of call x duration Number of Video by
included of acall{voice] papers for Mbps
Data
1 1 10075 190 1
7 BO-3 55
! 180*5 25
18 50*3 155
2 2 1102 190 0
3 110°3 130
34 703 120
3 g 130415 75 1
41 65 150
4 405 80
10 455 50
11 50%5 200
15 B0 120
23 1003 220
36 55 220
4 5 12044 190 0
29 100°3 160
33 70°4 80
55 2205 210
5 12 140°4 120 g
B 13 20010 60 0
7 14 13074 160 0
20 10073 80
24 FATN 200
45 . a0+3 10
58 1703 190
27 704 150
B 16 9074 30 1
17 13073 210
26 703 210
56 25073 200
51 20073 330
g 56 1303 50 0
43 12075 100
42 130°5 250
10 28 11074 150 0
46 100*3 150
11 30 BO"4 230 0
31 8073 180
12 35 3007 300 i
13 3r 1303 200 1
14 3E 10044 190 1
39 2003 210

C1




15 40 70*4 140 0
18 48 1404 230 i
17 47 15073 20 1
18 52 500°4 230 1
19 22 80*3 80 0

25 1104 140

53 1003 280

54 120°4 200
20 57 1805 230 0 [
21 21 110*4 120 1)
22 49 804 60 1
23 18 10074 a0 0
24 g 200°5 190 i
25 44 1104 230 0
28 32 704 30 0

Appendix c.2

Calculation of voice traffic of all nodes, using the equation: FN traffic =(no. of

calls x duration of call)/{work day *hour )

Tabla ¢.2? Total Voice traffic

FHs SUM of call in each Generated traffic | Mo. of links Bandwidth

time [ E} at GOS Blps
001

1 1794 4 2818 10 850
2 780 1.808524 G 576
3 3425 8.154762 16 1536
4 2160 5. 142857 11 1056
5 260 1.333333 5 440
8 2000 4 781905 11 1058
7 2080 4 97615 11 1056
8 2310 55 12 1152
] 1640 3904782 10 G50
10 740 1. 761905 & S78
11 60 1.33233% = 480
12 2100 5 11 1056
11 320 0.928571 5 4R0
14 1000 {.928571 5 480
15 280 {1 BOEGEY 4 384
16 S50 1.333333 5 480
17 £50 1.071429 5 480
18 2000 4, 761905 11 1055
19 166D 3.952381 10 ge0
20 Qo0 2142857 ¥ B72
21 440 1.047619 5 480
22 380 0857143 4 344
24 400 0.952381 5 483
24 1000 2, 380952 ¥ 672
5 240 1.047619 5 487
l 28 280 0.666667 4 342

c2




Appendix c.3

Data traffic = number of pages per working day x bits per page/ (no. of hours per

day x 3600).

for example for FN1
Data Traffic =(190+55+25+155)" 60* 1[}24*8136'[]{] 7=406300 bps
Total ¢.3 Data traffic

FN No.node | Mumber of papers for Data | Sum of pages Total Data Iraffic |bps) |
! 1 190
7 55
B 25
18 1565 425 408300
2 2 1480
k| 130
34 120 440 420640
3 B 75
41 150
4 80
10 50
1 200
15 120
23 220
1o 224 1115 10658410
4 S 180
28 160
3 B
55 210 G40 511840
5 12 130 130 124280
5] 12 60 g0 o760
7 14 160
20 a0
24 200
45 110
68 180
27 180 g4 850840
g 6 gl
17 210
26 230
S0 200
1) 330 1060 1013360
o =l a0
43 100
42 250 400 382400
10 28 150
45 180 240 325040
11 30 230
3 180 410 391960
12 35 300 300 2855800
13 37 200 200 1871200
14 38 140
35 210 400 382400

C3




con.

FH No.node Mumber of papers for Data | Sum of pages Total Data traffic (bps)
15 40 140 140 133840
16 45 230 23 219880
17 47 20 20 19124
18 52 230 230 219880
1% 22 80

25 140

53 280 '

54 200 700 6E5200
20 =Td 230 230 219880
21 21 120 120 114720
22 49 50 60 57360
23 19 80 a0 BG0ATD
24 5 150 180 181640
25 44 230 230 219880
26 az 80 B0 75480
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Table D.2 questionnaire Form
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